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Abstract

Multi-fidelity fusion has become an important surrogate technique, which pro-
vides insights into expensive computer simulations and effectively improves
decision-making, e.g., optimization, with less computational cost. Multi-fidelity
fusion is much more computationally efficient compared to traditional single-
fidelity surrogates. Despite the fast advancement of multi-fidelity fusion tech-
niques, they lack a systematic framework to make use of the fidelity indicator,
deal with high-dimensional and arbitrary data structure, and scale well to infinite-
fidelity problems. In this work, we first generalize the popular autoregression
(AR) to derive a novel linear fidelity differential equation (FiDE), paving the way
to tractable infinite-fidelity fusion. We generalize FiDE to a high-dimensional sys-
tem, which also provides a unifying framework to seemly bridge the gap between
many multi- and single-fidelity GP-based models. We then propose ContinuAR,
a rank-1 approximation solution to FiDEs, which is tractable to train, compatible
with arbitrary multi-fidelity data structure, linearly scalable to the output dimen-
sion, and most importantly, delivers consistent SOTA performance with a signif-
icant margin over the baseline methods. Compared to the SOTA infinite-fidelity
fusion, IFC, ContinuAR achieves up to 4x improvement in accuracy and 62,500x
speedup in training time.

1 Introduction
Contemporary scientific and engineering endeavors depend significantly on analyzing highly com-
plex systems, where the repeated execution of large-scale differential equation numerical simula-
tions, often with intricate interconnections, is essential. For instance, in the design of a system-
on-chip (SoC), more than 80% of the design time is spent on analysis based on different types of
simulations, e.g., timing analysis and yield optimization. Such an intense computational demand
prompts the use of a data-driven surrogate model, which essentially acts as a functional approxima-
tion for the input-output mapping of a simulation. To enhance convergence efficiency, especially in
scenarios involving recurrent simulations, such as those encountered in Bayesian optimization (BO)
[1] and uncertainty quantification (UQ) [2].
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Traditional surrogates are trained on many high-fidelity simulation results, which are still compu-
tationally expensive to generate. To make high-fidelity predictions [3] while further reducing the
computational burden, it is a possible way to combine low-fidelity results. More specifically, we
can run low-fidelity simulations based on simplified equations (e.g., reducing the levels of physical
detail) or coarse solver setups (e.g., using a coarse mesh, a large time step, a lower order of approx-
imating basis, and a higher error tolerance) to generate cheap but inaccurate results, which offer a
chance to train a rough model with low cost. The multi-fidelity fusion techniques then improve such
a rough model by using only a few high-fidelity simulation samples. In total, the computational cost
is dramatically reduced. Multi-fidelity fusion, owing to its efficiency, has garnered growing interest
in BO [4, 5], UQ [6], and surrogate modeling [7].

While many state-of-the-art (SOTA) fusion approaches have been rapidly developing, most focus
on improving the model accuracy or scalability for large-scale problems. They normally assume
a small number of fidelities (say, less than five), and a particular fidelity data structure (i.e., the
output space is well aligned and the high-fidelity samples’ corresponding inputs must form a subset
of the low-fidelity inputs). However, in practice, a natural multi-fidelity problem can be much more
complicated. For instance, the data does not admit any particular structure. Furthermore, the number
of fidelities is in general countably infinite, very few works actually utilize the fact that the fidelity
levels are implicitly quantified by a continuous variable, e.g., the number of nodes in a mesh and
there are infinite number of fidelities. These limitations seriously hinder the applications of multi-
fidelity-based methods, e.g., multi-fidelity BO and multi-fidelity Monte Carlo.

Recently, Li et al. [8] propose the first infinite-fidelity fusion, IFC, which utilizes NeuralODE [9]
to resolve these challenges. Despite its success, IFC is difficult to train and scale poorly to high-
dimensional problems. To make a further step towards practicality while preserving tractability and
accuracy, we propose the first tractable infinite-fidelity fusion framework, linear fidelity differential
equations (FiDEs), and its rank-1 solution, ContinuAR, to deliver a powerful yet tractable fusion
model. The novelty of this work is as follows,

1. We propose the first linear fidelity differential equation (FiDE) and its general solution,
paving the way to tractable infinite-fidelity fusion.

2. We extend FiDE to FiDEs, which handle the common high-dimensional simulation prob-
lems. Furthermore, FiDEs bridge the gap between multi-fidelity and single-fidelity surro-
gates and serve as a unifying framework for many existing GP-based surrogates, revealing
some future directions for classic surrogate models (a.k.a emulators) with multi-fidelity
fusion.

3. We propose ContinuAR, a tractable and efficient rank-1 solution to FiDEs. It is scalable
to infinite fidelity, capable of handling high-dimension problems, compatible with arbitrary
multi-fidelity data structure, and delivering SOTA accuracy with low computational cost.

2 Backgronud
2.1 Statement of the problem
Provided with multi-fidelity dataset Di, where i = 0, . . . , T , each set comprising entries
{ti,x(i)

n ,y(i)
n }Ni

n=1, with ti representing the fidelity indicator (e.g., the number of nodes in a mesh
generation), where a larger t indicates a more accurate solution; x(i) ∈ RQ denotes the system
inputs (e.g., a vector containing parameters found in the system of equations or initial-boundary
conditions for a simulation), where Q is the dimensionality for x; y(i) ∈ RD indicates the vec-
torized outputs associated with x, where D is the dimensionality for y; T is the total number of
fidelities. In general, higher fidelity simulations, being closer to the ground truth and more costly
to acquire, result in a limited number of available samples, i.e., N0 > N1 > · · · > NT . In most
works, e.g., [10–12], the system inputs of higher-fidelity are chosen to be the subset of the lower-
fidelity, i.e., XT ⊂ · · · ⊂ X2 ⊂ X1. We call this the subset structure for a multi-fidelity dataset, as
opposed to arbitrary data structures, which we will resolve in Section 4. Our objective is to estimate
the function y(T )(x) based on observations at various fidelities {Di}Ti=1.

2.2 Autoregression (AR)
The classic AR model [3] only considers the scalar problem (i.e., y(i) ∈ R) and imposes a Markov
property for its multi-fidelity formulation. Considering that t0 and tT are indicators (e.g., time steps)
for the low- and high-fidelity data, respectively, AR defines

y(T )(x) = ρy(0)(x) + u(x), (1)
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where ρ is a factor transferring knowledge from the low-fidelity in a linear fashion, while u(x)
aims to encapsulate the remaining information. Assuming a zero mean Gaussian process (GP) prior
[13] for y(0)(x) and u(x), denoted as y(0)(x) ∼ N (0, k0(x,x′)) and u(x) ∼ N (0, ku(x,x′)), the
high-fidelity function similarly adheres to a GP. This results in an elegant joint GP applicable to the
combined observations y = [y(0);y(T )],

(
y(0)

y(T )

)
∼ N

(
0,

K(0)
0 ρK(0T )

0

ρK(T0)
0 ρ2K(T )

0 +K(T )
u

)
(2)

where [K(0)
0 ]ij = k0(x(0)

i ,x(0)
j ); [K(0T )

0 ]ij = k0(x(0)
i ,x(T )

j ); [K(T0)
0 ]ij = k0(x(T )

i ,x(0)
j );

[K(T )
0 ]ij = k0(x(T )

i ,x(T )
j ); [K(T )

u ]ij = ku(x(T )
i ,x(T )

j ). We can see that the joint likelihood is
still Gaussian, which admits a tractable solution for model training as in a standard GP. Further-
more, the predictive posterior is also a standard GP posterior, which can effectively utilize low-
and high-fidelity data. Moreover, by decomposing the likelihood and predictive posterior into two
separate components, Le Gratiet [10] managed to reduce the complexity from O((N0 + NT )3) to
O((N0)3 + (NT )3) using a subset data structure, where XT ⊂ X0.

2.3 Fidelity Differential Equation
In scientific numerical simulations, the fidelity can be determined by quite different factors, e.g.,
using simplified/complete equations to describe the target system or implementing a dense/sparse
mesh to discretize the domain. For problems where the fidelity factor cannot be easily quantified,
the classic multi-fidelity methods, e.g., AR, and other methods should work just fine. However, it
is more frequent to find that the fidelity indicators have valuable information in them. For instance,
the fidelity is often indicated by the number of elements in a finite element simulation or time steps
in a forward/backward Euler timing scheme. In these cases, we should treat the fidelity indicators as
continuous variables and utilize the information they carry to boost the predictive accuracy. To this
end, Li et al. [8] propose a general formulation of infinite-fidelity models,

dy(x, t)/dt = φ(x, t, y(x, t)). (3)
Although this formulation is general enough to cover all multi-fidelity models, it lacks an insightful
interpretation—it is not clear how to design the function φ(x, t, y(x, t)). A clever workaround is to
use a neural network to approximate φ(x, t, y(x, t)) [8], which introduces many challenges such as
1) requiring a large amount of training data, 2) expensive computational cost for backpropagation
even with adjoint method, and 3) instability as we can see how easy a simple nonlinear system can
lead to chaotic behaviors (e.g., the Lorenz system [14]).

3 Proposed Method
3.1 Linear Fidelity Differential Equation
To remedy the over-general formulation of Eq. (3), we first revisit the classic AR and reveal its
connection to a linear ODE’s forward Euler solution. Rewrite Eq. (1) as

y(x, tT )− y(x, t0)

tT − t0
= β0y(x, t0) + u(x, t0), (4)

and take the limit (tT − t0)→ 0, we derive Proposition 1 (see Appendix B for detailed derivations).
Proposition 1. The linear fidelity differential equation (FiDE):

ẏ(x, t) = β(t)y(x, t) + u(x, t). (5)
If we take a forward Euler solution to solve Eq. (5) discretized at each fidelity, we recover the classic
AR in Eq. (1). Let us stick to the continuous formulation and utilize calculus techniques [15], we
can derive the general solution to Eq. (5),

y(x, t) = e−B(t)

(∫ t

eB(λ)u(x,λ)dλ+ C(x)

)
, (6)

where C(x) is a function of x, and B(t) =
∫ t

β(τ)dτ is the antiderivative of β(t). In order to design
β(t) such that the solution converges to the ground truth as t → ∞, a detailed stability analysis is
necessitated. General stability considerations for systems of this kind are often complex and may
warrant the application of Lyapunov’s direct method. For the sake of maintaining a tractable model,
we make the simplifying assumption that β(t) = β is a constant value. Provided that β > 0,
our system is guaranteed to converge to what we define as the "ultra-high-fidelity ground truth" as
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t→∞. Setting t0 as the lowest-fidelity indicator, we derive a general solution (see Appendix C)

y(x, t) = y(x, t0)e
−β(t−t0) +

∫ t

t0

e−β(t−τ)u(x, τ)dτ. (7)

To design a subtle model with enough flexibility while trying to maintain tractability, we place zero
mean GP priors for y(x, t0) and u(x, t) (with all data being normalized), i.e.,

y(x, t0) ∼ (0, k0(x,x′)), u(x, t) ∼ N (0, ku(x, t,x′, t′)) . (8)
Similarly to the latent force model [16], the resulting general solution y(x, t) is a also GP with zero
mean and covariance with the analytical form:

Cov[y(x, t), y(x′, t′)] = k0(x,x′)e−β(t−t0) +

∫ t

t0

e−β(t−τ)

∫ t′

t0

e−β(t′−τ ′)ku(x, τ,x′, τ ′)dτ ′dτ.

(9)
Alvarez et al. [16] demonstrate that a simple ODE system, devoid of x, yields a nonstationary output
covariance with a closed-form solution when employing a squared-exponential (SE) kernel for u(t).
This result, however, is not directly applicable to the FiDE due to the inherent x dependency.

To improve model flexibility, we enable the usage of arbitrary kernels, e.g., deep ker-
nel [17], by implementing a Monte-Carlo integration and reparameterization trick [18]
to conduct efficient backpropagation for model training—the integral approximated by
1
M

∑M
i,j e

−β(ti+tj−2t0)ku(x, τi,x′, τj), where ti and tj are M are random samples from [t0, t] and
[t0, t′], respectively.

3.2 FiDEs: Multi-Variate Extension For High-dimensional Problems
In practice, the outputs of a simulation are generally high-dimensional [19], i.e., y(t) ∈ RD. We
hereby generalize Eq. (5) for a more general formulation that describes a multi-variate system:
Proposition 2. The linear fidelity differential equations (FiDEs) for a multi-variate system:

ẏ(x, t) +B(t)y(x, t) = Su(x, t), (10)
where B(t) ∈ RD×D and S ∈ RD×R are affine transformations; u(x, t) ∈ RR is a source function.

We can derive a general solution for Eq. (10) with some calculus as model design guideline (see
Appendix D). For instance, for a constant B, all eigenvalues of B must have positive real parts to
keep the system stable. To derive an efficient model, we define a constant diagonal matrix B and
derive a tractable general solution

yd(x, t) = Cd(x)e
−Bdt +

R∑

r=1

Sd,rGd(ur(x, t)), (11)

where Gd(ur(x, t)) =

∫ t

t0

e−Bd(t−τ)ur(x, τ)dτ, (12)

with Bd being the d-diagonal element of B. Due to the linearity of the integral in Gd(ur(x, t)), we
can derive the output correlation with an analytical form:

Cov[yd(x, t), yd′(x
′, t′)] = e−β(t−t0)k0(x,x′)Hd,d′ +

R∑

r=1

Sd,rSd′,rCov
[
Gd (ur(x, t)) ,Gd′

(
ur(x

′, t′)
)]

,

(13)
where

Cov
[
Gd (ur(x, t)) ,Gd′

(
ur(x

′, t′)
)]

=

∫ t

t0

e−Bd(t−τ)
∫ t′

t0

e−Bd′ (t
′−τ ′)kur (x, τ,x′, τ ′)dτ ′dτ. (14)

We recognize that this model is a generalization of semiparametric latent factor model (SLFM) [20],
which is a special case by setting t = t0 or Bd = 0 to consider a single-fidelity problem.

3.3 ContinuAR: A Rank-1 Solution to FiDEs
A special yet practical case of SLFM is the intrinsic model of coregionalization (IMC, also a rank-1
approximation to LMC [21]), where all ur(x, t) share the same kernel function, i.e.,

u(x, t) ∼ N (0,ku(x, t,x′, t′)⊗ I). (15)
Here ⊗ means the Kronecker product. Similar IMC assumptions are made in ResGP, a popular
modification of AR for high-dimensional output fusion [12], which shows promising results in
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many physics applications. Based on their conclusions and our intention to keep our model sim-
ple and efficient, we define B = βI following our solution to FiDE and place an IMC model
for the lowest-fidelity model, i.e., y(x, t0) ∼ N (0, k0(x,x′) ⊗ H), where H is the output cor-
relations. Substituting the new u(x, t) and B back into Eq. (13), we get the output correlation
ky (x, t,x′, t′) = Cov[y(x, t),y(x′, t′)] =

e−β(t−t0)k0(x,x′)⊗H+

∫ t

t0

e−β(t−τ)

∫ t′

t0

e−β(t′−τ ′)ku(x, τ,x′, τ ′)dτ ′dτ ⊗ SS%, (16)

which uniquely defines a rank-1 solution to FiDEs. We call it ContinuAR.
Lemma 1. Autokrigeability in ContinuAR: the particular values of the spatial correlation matrix H
and SS% do not matter in the predictive mean as they will be canceled out.

The proof is given in Appendix E for clarity by basically deriving the predictive mean of ContinuAR.
Since the predictive mean is the main concern in high-dimensional problems [8, 12], we simply set
H = SS% = I to significantly improve model efficiency without introducing any additional error
in the mean predictions. The computational complexity w.r.t the output dimension is reduced from
O(D3) to O(D) and the memory consumption is reduced from O(D2) to O(1).

4 Efficient Training and Inference Through Subset Decomposition
We have implicitly marginalized out the underlying function u(x, t) based on its GP prior and de-
rived the output covariance of Eq. (16). Given a set of observations Y = [Y(0);Y(1); . . . ;Y(T )],
we have the joint distribution


&y(0)

...
&y(T )



 ∼ N



0,

K(00) · · · K(0T )

...
. . .

...
K(T0) · · · K(TT )



 , (17)

where &y(0) = vec
(
Y(0)

)
is the vectorization; [K(kl)]ij = ky (xi, tk,xj , tl) is the shorthand nota-

tion of output correlation Eq. (16). For a small number of total training data of all fidelity, we can
simply opt for a maximum likelihood estimation (MLE) for the joint likelihood

L = −1

2
&y%Σ−1&y − 1

2
log |Σ|− ND

2
log(2π), (18)

where Σ is the whole covariance matrix in Eq. (17) and &y = [y(0), . . . ,y(T )]%. However, this
approach will soon become invalid, particularly in a multi-fidelity scenario where we expect many
low-fidelity simulations.

Since the integration of Eq. (16) can be done by parts, K(kl) admits an additive structure exactly
as in AR. We can follow Gratiet and Cannamela [22] to decompose the joint likelihood Eq. (18)
into independent components provided that corresponding inputs strictly follow a subset structure,
i.e., XT ⊂ · · · ⊂ X2 ⊂ X1. For problems with only a small number of fidelity (a small T ), the
subset structure may not be too difficult to satisfy. However, for the infinite (countable) fidelity
setting, such a requirement is not practical. Here, we derive a decomposition by introducing virtual
observations Ŷ for each fidelity such that Y(T ) satisfies the subset requirement for the completed
set {Y(T−1), Ŷ(T−1)}. Y̌(T ) is the part of Y(T ) that forms the subset of Y(T−1) (with a selec-
tion formulation X̌(T ) = E(T )X(T−1), where X(T−1) corresponds to the previous-fidelity outputs
Y(T−1)). The joint likelihood can then be decomposed,

L = log p(Y(0:T )) = log p(Y(0:T−1),Y(T ))

= log p(Y(0:T−1)) + log

∫ [
p(Y(T )|Y(T−1), Ŷ(T−1)) p(Ŷ(T−1)|Y(T−1))

]
dŶ(T−1)

= log p(Y(0:T−1))− DN (T )

2
log(2π)− D

2
log
∣∣∣K̃(TT )

a

∣∣∣−
1

2

[
(Y(T )

a )%
(
K̃(TT )

a

)−1
Y(T )

a

]
,

(19)
where K̃(TT )

a = K(TT )
a + Ê(T )Σ̂(T )(Ê(T ))%, (20)

is the updated additive kernel with the uncertainty of the predictive variance Σ̂(T ) of the virtual
points, whose computation details are given later in Section 4.1;

[K(TT )
a ]ij = [K(TT )]ij − [K(T−1,T−1)]ij (21)
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is the additive/residual part of the kernel from (T − 1) to T ;

Y(T )
a =

(
Y̌(T )

Ŷ(T )

)
− e−β∆T ×

(
Y̌(T−1)

Ȳ(T−1)

)
(22)

is the additive part for the completed outputs from (T − 1) to T ; ∆T is the time interval between
tT−1 and tT ; log p(Y(0:T−1)) is the log likelihood for the previous T fidelities, which is obtained
by calling Eq. (19) recursively. The detailed derivation is preserved in Appendix I due to the space
limitation. Through the decomposition of Eq. (19), the computation complexity is reduced from
O((D

∑T
i=0 N

ti)3) to O(D
∑T

i=1(N
ti +N ti−1 − |X(ti) ∩X(ti−1)|n)3). Here, | · |n indicates the

number of samples. Furthermore, when data at a new fidelity is obtained, we only need to modify the
joint likelihood slightly by adding new blocks, which will be handy for active learning or Bayesian
optimization. Model training is conducted easily by maximizing the joint likelihood Eq. (19) with
respect to the hyperparameters using gradient-based optimizations.

4.1 Predictive Posterior
Since the joint model (17) is a Gaussian, the predictive posterior for the highest fidelity can be
derived as in standard GP with a large covariance matrix that requires inversion for once. Similar to
the derivation of an efficient joint likelihood in the previous section, we drive an efficient predictive
posterior y(x∗, T ) ∼ N (ȳ(x∗, T ),Σ(x∗, T )) (see Appendix H),

ȳ(x∗, T ) = e−β∆T × ȳ(x∗, T − 1) + (k(TT )
a∗ )%

(
K(TT )

a

)−1
Y(T )

a

Σ(x∗, T ) = e−2β∆T ×Σ(x∗, T − 1) + Σ̃(T ) + Γ(T )Σ̂(T )(Γ(T ))%
(23)

where

Σ̃(tT ) = I
(
k̃(TT )
a∗

)% (
k̃(TT )
a

)−1
k̃(TT )
a∗ , Σ̂(tT ) = I

(
k̂(TT )
a∗

)% (
K̂(TT )

a

)−1
k̂(TT )
a∗ ,

Γ(tT ) =

[
k(T,T )
a∗

(
E(T )

n

)%
k̃(T−1,T−1)
a∗

(
K̃(T−1,T−1)

a

)−1
]
E(T )

m ,
(24)

with two selection matrixes that follow:

X̂(tT ) =
(
E(T )

m

)%
[X(T−1), X̂(T )], X(tT ) =

(
E(T )

n

)%
[X(T−1), X̂(T )]. (25)

In these equations, [k̃(TT )
a∗ ]j = ky(x∗, T,xj , T )− ky(x∗, T − 1,xj , T − 1) for xj ∈ {X(tT )} is the

kernel additional part between T and T − 1 for x∗ and X(tT ); Σ̃(tT ) is the predictive variance based
on {X(T−1), X̂(T )} of T fidelity model; [k̂(TT )

a∗ ]j = ky(x∗, T,xj , T )−ky(x∗, T −1,xj , T −1) for
xj ∈ {X̂(tT )} is the kernel additional part between between T and T − 1 for x∗ and X̂(tT ); Σ̂(tT )

is the predictive variance based on {X̂(T )}.

5 Related Work

Model Assumptions under FiDEs
SLFM [20] T = 0;

IMC [23] T = 0; u(x) ∼ N (0,ku(x,x′)⊗ I)
HOGP [24] T = 0; R=1; [SS%]ij = kd(zi, zj)
GPRN [25] T = 0,S← GP (x)

AR [3] D = 1;B(t) = β(ti)
ResGP [12] R = 1,B(t) = 0,S = I,

NAR [11] B(t) = 0,G(u(x, t))← GP (x,y, ti),S = I
MF-BNN [26] B(t) = 0,G(u(x, t))← BNN(x,y, ti),S = I

SC [27] B(t) = 0,G(u(x, t))← PCE(x,y, ti),S = I
DC [28] B(t) = 0,G(u(x, t))← GP (x,y, ti)

S = ResPCA(Y) or Si = PCA(Y(i))
IFC [8] B(t) = 0,u(x, t),← NN(x,y, t),S = I

ContinuAR B(t) = βI,S = I

Table 1: FiDEs unifying GP surrogates

As stated, FiDEs serve as a unifying frame-
work that unifies many SOTA multi-fidelity and
single-fidelity surrogates. We made connec-
tions to some popular models in Table 1.

Multi-Variate GPs are commonly used surro-
gates that can be recovered by setting t =
Const or T = 0 for the FiDEs, which gives
us the fundamental semiparametric latent fac-
tor models (SLFM) [20]. SLFM is a simpli-
fied Linear model of coregionalization (LMC)
[23, 29]. Based on SLFM, intrinsic model of
coregionalization (IMC) reduces the computa-
tional complexity by setting a rank-1 approxi-
mation u(x) ∼ N (0,ku(x,x′) ⊗ I); HOGP [24] improves IMC by letting [SS%]ij = kd(zi, zj)
with tensor decomposition, where z are latent vectors. Higdon et al. [19] further simplify SLFM us-
ing singular value decomposition (SVD) to obtain S. For a full review of the GP-based multi-variate
surrogates, the readers are referred to [21] for an excellent review. To overcome the fixed bases of
SLFM, GP regression network (GPRN [30, 25, 31]) introduces another GP to model a flexible S.
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Tractable Fusion is the name we give to multi-fidelity models where the joint outputs form a GP.
AR [3] is the most fundamental and tractable solution to FiDEs for a univariate problem, i.e., D = 1,
which allows it to take a (discrete) t-dependent B(t) = β(ti) without leading to an intractable
solution. To deal with high-dimensional problems, ResGP [12] avoids the difficulty involved with
B(t) by setting it to zero and uses a conditional independent GP for u(x, ti) (equivalent to R =
1, S = I).

Intractable Fusion refers to methods where the joint output is no longer a GP. Normally, they as-
sume B(t) = 0 to avoid the integral and replace the antiderivative G(u(x, t)) in Eq. (13) with a
regression model that takes y (at the previous fidelity) as model input. For instance, the popular non-
linear AR (NAR) [11] uses GP (x,y, ti) to replace G(u(x, t)); Deep coregionalization (DC [28])
extends NAR with a residual PCA to capture S; Wang et al. [7] further introduce a fidelity vari-
ating S(ti) to increase model flexibility at the cost of significant growth in the number of model
parameters and a few simplifications in the approximated inference; Li et al. [26] take the advances
of recent advancement of deep learning neural network (NN) and place a Bayesian neural network
(BNN) to replace G(u(x, t)); A similar idea is proposed by Meng and Karniadakis [32] who add a
physics regularization layer to a deep NN; Li et al. [33] propose a Bayesian network approach to
multi-fidelity fusion with active learning techniques for efficiency improvement. To account for the
missing uncertainty propagation in intractable fusion methods, Cutajar et al. [34] use approximation
inference at the price of overfitting and scalability to high-dimensional problems; In the UQ com-
munity, multi-fidelity fusion has been implemented using stochastic collocation (SC) [27], which
essentially uses a polynomial chaos expansion (PCE) to approximate G(u(x, t)) under FiDEs. All
the above methods do not generalize to infinite-fidelity problems. The seminal work IFC [8] uses a
NeuralODE to solve general FiDEs, leading to a great challenge in model training.

Algorithm. The solutions of FiDEs are closely related to the latent force models (LFMs) [16, 35],
where they focus on dynamic processes without x. For tractable fusion, Le Gratiet [10] improves
the efficiency of AR by decomposing the likelihood functions based on a subset multi-fidelity data
structure, which is relaxed through our non-subset decomposition in Section 4.

6 Experiment
To assess ContinuAR, we compare it with (1) AR [3], (2) ResGP [12], (3) MF-BNN2 [33], and
(4) IFC3 [8], which are the most closely related SOTA methods for high-dimensional multi-fidelity
fusion, particularly with infinite fidelities. Note that AR and ResGP are modification versions accord-
ing to [36] instead of their original versions that cannot deal with non-subset or high-dimensional
problems. ContinuAR, AR, and ResGP are implemented using Pytorch. All GP-based methods
use the RBF kernel for a fair comparison. MF-BNN and IFC are conducted using default settings
from their source codes. As presented in IFC’s original paper, there are two variations of IFC, one
with deep learning (IFC-ODE) and the other one with Gaussian process ODE (IFC-GPODE), which
shows better results. Thus, we show the results of IFC-GPODE in our experiments. All GP-based
models are trained with 200 iterations whereas MF-BNN and IFC with 1000 iterations to reach con-
vergence. All experiments are run on a workstation with an AMD 5950x CPU, Nvidia RTX3090
GPU, and 32 GB RAM. All experiments are repeated five times with different random seeds, and
the mean performance and its standard deviation are reported.

6.1 Multi-Fidelity Fusion for Benchmark PDEs
We first assess ContinuAR in three canonical PDE simulation benchmark problems, namely,
Heat, Burgers’, and Poisson’s equations as in [28, 37–39], which produces high-dimensional
spatial/spatial-temporal fields as model outputs. The multi-fidelity results are generated by solving
the corresponding PDEs using finite difference with mesh nodes of {42, 82, 162, 322, 642}, which
is also used as the fidelity index t for ContinuAR and IFC. We use interpolation to upscale the
lower fidelity fields and record them at the high-fidelity grid nodes to provide uniform output across
different fidelity. Equation parameters in the PDEs and parameterized initial or boundary condi-
tions represent the corresponding inputs. Please refer to Appendix J for comprehensive details of
simulation setups.

IFC has an extremely high computational cost which scales poorly to output dimension (see Table
1 for experiments with N0 = 32 and η = 0.5). For Poisson’s equation, considering the 5x more
iterations required, IFC requires about 62,500x more training time than ContinuAR on a CPU. It

2 https://github.com/shib0li/DNN-MFBO 3 https://github.com/shib0li/Infinite-Fidelity-Coregionalization
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Figure 2: Subset Evaluation with η = 0.5 (top row) and η = 0.75 (bottom row): RMSE against
number of training samples N0 for Heat (left), Burger’s (middle), and Poisson’s (right) equation.

will take 32 days just to finish the Poisson experiment in our experimental setup. Thus, we do not
consider IFC a practical method for high-dimensional problems because its training cost is almost
as expensive as running a high-fidelity simulation; we only apply it to relatively low-dimensional
problems, namely, Heat equation and the later real-world application experiments.

IFC
(CPU/GPU)

Ours AR ResGP MF-BNN

Heat 3.0/3.6 0.016 0.012 0.010 0.014
Burgers 66.9/63.9 0.010 0.009 0.024 0.026
Poisson 137/67.1 0.011 0.001 0.001 0.025

Table 2: Training time (seconds) per iteration Figure 1: Testing RMSE against
training time for Heat equation.

Classic Subset Assessment. We follow the classic experiment setup where the training samples
are consistently increased; the lower-fidelity data forms a superset of the higher-fidelity data for this
experiment. To deliver concrete results, the high-fidelity training samples are reduced at rate η, i.e.,
round(η|X(ti+1)|n) = |X(ti)|n, while the removed samples are randomly selected. For each experi-
ment, we gradually increase the number of lowest-fidelity training data N0 from 32 to 128 and calcu-
late predictive accuracy (RMSE). The statistical result for five repeated experiments (with different
random seeds) is demonstrated in Fig. 2. The superiority of IFC and ContinuAR indeed highlight
the benefits of harnessing the useful information hidden in the fidelity indicators ti. All method ben-
efits from a larger η; MF-BNN is unstable due to its model complexity. ContinuAR outperforms the
competitors with a large margin consistently in call cases (with up to 6.8x improvement). Averaging
over all experiments, ContinuAR achieves 3.5x, 2.5x, and 8.7x accuracy improvements over the best
competitor for Heat, Burger’s, and Poisson’s equation, respectively. Testing error against training
time for Heat N0 = 32 and η = 0.5 is shown in Fig. 1, where ContinuAR achieves 2.8x and 603x
improvement in RMSE and training time. Detailed mean error fields (see Appendix for the compu-
tational details) are also provided in Fig. 4, which clearly reveals the superiority of ContinuAR by
producing minimal red regions (high error) and maximal blue regions (low error).

Non-subset Assessment. We then assess the compatibility of ContinuAR for non-subset training
data, which is inevitable in many-fidelity problems. The setup is similar to subset assessment with
the same decreasing rate η, except that the training data for each fidelity is randomly selected without
forcing a subset structure. The results are reported in Fig. 3. The results are consistent with the
subset assessment, and ContinuAR outperforms the competitors with a large margin (with up to
3x improvements), whereas MF-BNN performs poorly as usual. Averaging over all experiments,
ContinuAR achieves 1.9x, 1.6x, and 1.5x accuracy improvements over the best competitor for Heat,
Burger’s, and Poisson’s equation, respectively. The mean error fields are demonstrated in Fig. 4,
which draws the same conclusion as the subset assessment.
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Figure 3: Non-Subset Evaluation with η = 0.5 (top row) and η = 0.75 (bottom row): RMSE against
number of training samples N0 for Heat (left), Burger’s (middle), and Poisson’s (right) equation.

Figure 4: Average RMSE fields of the subset (left four columns) and non-subset (right four columns)
evaluation with η = 0.5 and 128 N0 training samples for Heat equation (1st row), Poisson’s equation
(2nd row), Burger’s equation (3rd row), and TopOP (4th row).

6.2 Multi-Fidelity Fusion for Real-World Applications
Next, we assess ContinuAR with real-world applications. Particularly, we look at two practical
simulation applications: topology optimization (TopOP) and Plasmonic nanoparticle arrays (PNA)
simulation, both of which are known for their high computational cost and render the need for multi-
fidelity fusion. The detailed problem descriptions and simulation setups are given in Appendix J.
The TopOP data contains five fidelity solutions of dimensionality of 1600 based on simulations
on a mesh concatenating {64, 256, 576, 1024, 1600} nodes, whereas the PNA data has five-fidelity
outputs of two dimensions.

The same subset and non-subset assessments are conducted, and the results are reported in Fig. 5.
We can see that the advantage of ContinuAR is clear but less pronounced due to the complexity of
the data. Averaging over all experiments, ContinuAR achieves 1.1x and 1.4x improvements over the
best competitor in TopOP and PNA, respectively. Although taking averagely 192s for training (140x
more than ResGP and AR) for PNA, IFC only shows small improvements over ResGP and AR in
non-subset settings, but not in the subset settings. In contrast, the training time of ours is only 5.7s
(4.4x more than ResGP and AR) and the improvements are significant in all cases. Detailed mean
error field in Fig. 4 shows a significant reduction in red region volume for ContinuAR.
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(a) TopOP with η = 0.5 (left) and η = 0.75 (right) (b) PNA with η = 0.5 (left) and η = 0.75 (right)
Figure 5: Subset (first row) and Non-Subset (second row) Evaluation.

Figure 6: Cost Evaluation for Heat equation, Burger’s equation, Poisson’s equation, TopOP, and
PNA.

Cost Evaluation. Finally, to assess ContinuAR in a more realistic setting, we relax the requirement
that low-fidelity samples are more than high-fidelity samples and randomly pick samples for each
fidelity (ensuring that each fidelity has a minimal of four samples) for each models. We do not test
under different seeds because the randomness of setting is already sufficient to assess the robustness
of the models. The computational cost for generating the training data against accuracy results for
all assessment datasets are reported in Fig. 6. The superiority of ContinuAR over the competitors
is consistent with previous experiments. The average accuracy improvements over all settings of
ContinuAR over the best competitors is 4.3x, 9.3x, 2.7x, 1.2x, and 1.3x for Heat equation, Burger’s
equation, Poisson’s equation, TopOP, and PNA, respectively.

7 Conclusions

In this work, we propose a unifying framework FiDEs to pave the way for tractable infinite-fidelity
fusion and a novel solution ContinuAR, which shows a significant improvement over the SOTA
competitors. We expect FiDEs and ContinuAR can lead to the development of surrogate-assisted
systems to deliver cheaper, more efficient, and eco-friendly scientific computation. The limitation of
this work includes the rank-1 assumptions and further examination in highly-complex real systems.
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Supplementary Materials

A Gaussian process

Due to its capacity to handle complex black-box functions and quantify uncertainty, the Gaussian process (GP)
is often a popular selection for the surrogate model. For now, let’s contemplate a simplified scenario where
we possess noise-influenced observations, denoted as yi = f(xi) + ε, i = 1, . . . , N . In a GP model, a prior
distribution is placed over the true underlying function of f(x), whose input is x:

η(x)|θ ∼ GP
(
m0(x), k(x,x

′|θ)
)
, (A.1)

employing mean and covariance functions,

m0(x) = E[f(x)],
k(x,x′|θθθ) = E[(f(x)−m0(x))(f(x

′)−m0(x
′))],

(A.2)

where the hyperparameters θθθ control the kernel function and E[·] is the expectation. Centering the data allows
us to assume the mean function as a constant, m0(x) ≡ m0. Other options, like a linear function of x, are
possible but are seldom employed unless there is prior knowledge of the function’s shape. Various forms can
be adopted for the covariance function, with the ARD kernel being the most widely favored.

k(x,x′|θθθ) = θ0 exp
(
−(x− x′)T diag(θ−2

1 , . . . , θ−2
l )(x− x′)

)
. (A.3)

Starting here, we remove the specific mention of θθθ’s dependence on k(x, x′). The hyperparameters θ1, . . . , θl
are termed as length-scales in this case. When x is a constant parameter, f(x) represents its random variable.
In contrast, a set of values, f(xi), where i = 1, . . . , N , constitutes a partial realization of the GP. Realizations
of GPs are deterministic functions of x. The key characteristic of GPs is that the joint distribution of η(xi), for
i = 1, . . . , N , is a multivariate Gaussian.

We can derive the model likelihood by assuming the Gaussian distribution of the model deficiency ε ∼
N (0,σ2), along with the utilization of the prior (A.1) and the existing data.

L ! p(y|x,θ) =
∫

(f(x) + ε)d f = N (y|m01,K + σ2I)

= −1
2
(y −m01)

T (K + σ2I)−1 (y −m01)

− 1
2
ln |K + σ2I|− N

2
log(2π),

(A.4)

where K = [Kij ] is the covariance matrix, in which Kij = k(xi,xj), i, j = 1, . . . , N . The hyperparameters
θθθ are frequently obtained through point estimations, utilizing the maximum likelihood (MLE) of Eq. (A.4)
with respect to θ. The joint Gaussian distribution of y and f(x) also possesses a mean value of m01 and a
covariance matrix.

K′ =

[
K + σ2I k(x)
kT (x) k(x,x) + σ2

]
, (A.5)

where k(x) = (k(x1,x), . . . , k(xN ,x))T . The conditional predictive distribution at x is obtained by condi-
tioning on y.

f̂(x)|y ∼ N (µ(x), v(x,x′)) ,

µ(x) = m01+ k(x)T
(
K + σ2I

)−1
(y −m01) ,

v(x) = σ2 + k(x,x)− kT (x)
(
K + σ2I

)−1
k(x).

(A.6)

Given by µ(x), the expected value is E[f(x)], and v(x) represents the predictive variance. The transition from
Eq. (A.5) to Eq. (A.6) is critical, as the prediction posterior of this wake relies on a comparable block covariance
matrix.
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B From AR to LiFiDE

We first revisit the classic AR and reveal its connection to an ODE’s forward Euler solution. Rewrite Eq. (1) as
follows,

y(x, tT ) = γy(x, t0) + v(x, t0),

y(x, tT )− y(x, t0) = (γ − 1)y(x, t0) + v(x, t0),

y(x, tT )− y(x, t0) = αy(x, t0) + v(x, t0),

(A.7)

where α ≡ γ − 1. We then divide both sides by the constant (tT − t0) indicating the fidelity difference and
absorb the constant into (ρ− 1) and u(x, t0) and write

y(x, tT )− y(x, t0)
tT − t0

=
α

tT − t0
y(x, t0) +

1
tT − t0

v(x, t0). (A.8)

Since α and v(x, t0) are values and function to be estimated, we can absorb the constant tT − t0 into α and
v(x, t0) and write

y(x, tT )− y(x, t0)
tT − t0

= β0y(x, t0) + u(x, t0). (A.9)

where β0 ≡ α/tT − t0 and u(x, t0) ≡ v(x, t0)/tT − t0. We recognize that is a explicit solution of a different
equation. If we take the limit of (tT − t0) → 0, we have

dy(x, t)
dt

= β(t)y(x, t) + u(x, t), (A.10)

which is in Proposition 1. Notice that, in this equation, we turn the constant β into a function β(t), which allows
us to control differential level of information transfer depending on its fidelity level as a general formulation.

Taking a forward Euler solution to solve Eq. (A.10), we have

y(x, t+∆t)− y(x, t)
∆t

+ β(t)y(x, t) = u(x, t)

y(x, t+∆t) = (1 +∆tβ(t))y(x, t) +∆tu(x, t).
(A.11)

We recognize that this formulation is exactly the same as the classic AR with ρ = 1 +∆tβ(t) with a residual
GP ∆tu(x, t).

C A General Solution to LiFiDE

We derive the general solution to the derived linear fidelity differential equation (LiFiDE)

dy(x, t)
dt

+ β(t)y(x, t) = u(x, t), (A.12)

which is a standard non-homogeneous first order differential equation. We know that for the homogeneous
equation, i.e., u(x, t) = 0, the general solution is

y(x, t) = C(x)e−B(t), (A.13)

where C(x) is a functional of x, and B(t) =
∫ t β(τ)dτ is the antiderivative of β(t). Thus, we assume the

general solution of the non-homogeneous equation is of the form y(x, t) = v(x, t)e−B(t), where v(x, t) is a
functional of x and t. Substituting this into Eq. (A.12), we have

dv(x, t)
dt

eB(t) − v(x, t)e−B(t)β(t) + β(t)v(x, t)e−B(t) = u(x, t),

dv(x, t)
dt

= u(x, t)e−B(t).

(A.14)

Integrating both sides, we have

v(x, t) =

∫ t

u(x, τ)e−B(τ)dτ + C(x). (A.15)

Putting this back into the assumed solution, we have

y(x, t) = e−B(t)
∫ t

u(x, τ)e−B(τ)dτ + C(x)e−B(t). (A.16)
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If we assume a constant for β(t), i.e., β(t) = β, then we have

y(x, t) = e−βt
∫ t

u(x, τ)eβτdτ + C(x)e−βt

= C(x)e−βt +

∫ t

u(x, τ)e−β(t−τ)dτ.

(A.17)

For a practical from where the integral starts from t0, the lowest-fidelity index, we have

y(x, t0) = C(x)e−βt0 +

∫ t0

0

u(x, τ)e−β(t−τ)dτ

= C(x)e−βt0 ,

(A.18)

where we have assumed u(x, t) = 0 for t < t0 because we are not interested in t < t0. Substituting this into
Eq. (A.17), we have

y(x, t) = C(x)e−βt +

∫ t

0

u(x, τ)e−β(t−τ)dτ

= y(x, t0)e
βt0e−βt +

∫ t0

0

u(x, τ)e−β(t−τ)dτ +

∫ t

t0

u(x, τ)e−β(t−τ)dτ

= y(x, t0)e
−β(t−t0) +

∫ t

t0

u(x, τ)e−β(t−τ)dτ.

(A.19)

This formulation is equivalent to Eq. (A.17). However, it allows for more flexibility in practice as we can give
start the model with the lowest-fidelity t0 and then use the model to predict the higher-fidelity t > t0.

D General Solutions to LiFiDEs

Consider LiFiDEs taking this general form

dy(x, t)
dt

+B(t)y(x, t) = Su(x, t), (A.20)

where B(t) and S are matrices, y(x, t) is a vector of unknown functions, and u(x, t) is a non-zero vector.

The general solution is the sum of the homogeneous solution yh(x, t) and a particular solution yp(x, t).

The homogeneous solution comes from the homogeneous equation:

dyh(x, t)
dt

+B(t)yh(x, t) = 0. (A.21)

This has the solution:

yh(x, t) = e−
∫
B(t)dtc, (A.22)

where c is a constant vector. The particular solution comes from the non-homogeneous equation and can be
obtained using the variation of parameters. The method involves finding a function v(x, t) such that:

yp(x, t) = e−
∫
B(t)dtv(x, t) (A.23)

is a solution to the non-homogeneous system. Substituting yp into the non-homogeneous system gives:

dv(x, t)
dt

= e
∫
B(t)dtSu(x, t), (A.24)

which can be integrated to find v(x, t). Thus, the particular solution is:

yp(x, t) = e−
∫
B(t)dt

∫ [
e
∫
B(t)dtSu(x, t)

]
dt. (A.25)

The general solution to the non-homogeneous system is the sum of the homogeneous and particular solutions:
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y(x, t) = yh(x, t) + yp(x, t)

= e−
∫
B(t)dtc+ e−

∫
B(t)dt

∫ [
e
∫
B(t)dtSu(x, t)

]
dt,

(A.26)

which is similar to the solution to LiFiDE in Eq. (A.17). Note that the matrix exponential computation is done
by

eB(t) = I +B(t) +
(B(t))2

2!
+

(B(t))3

3!
+

(B(t))4

4!
+ · · · , (A.27)

which is not easy to compute. However, if the matrix B(t) is a constant matrix βI, then the matrix exponential
can be computed by

eB(t) = eβI = Ieβ =





eβ 0 · · · 0
0 eβ · · · 0
...

...
. . .

...
0 0 · · · eβ




, (A.28)

which gives us a efficient way to derive a solution to LiFiDEs,

y(x, t) = e−βtC+ e−βt
∫

eβtSu(x, t)dt. (A.29)

E Proof of Lemma 1

Lemma 1. Autokrigeability in ContinuAR: the particular values of the spatial correlation matrix H and SS$

do not matter in the predictive mean as they will be canceled out.

Proof. The autokrigeability in ContinuAR is easy to derive once we derive the predictive posterior for the
subset case in Appendix G and the non-subset case in Appendix H. We can see the the matrix H and SS$ are
canceled out in the predictive mean.

F Joint Likelihood of FiDEs-1

We derive the joint likelihood of FiDEs for observations Y = [+y(0); +y(1)] as an illustrating example. For clarity,
we slightly abuse the notations by replacing the previous spatial correlation H in the main paper with S(0) and
SS$ with S(1). The joint probability for Y is
(

+y(0)

+y(1)

)
∼ N

(
0,

k0(X(0)X(0))⊗ S(0) e−β(t1−t0)k0(X(1),X(0))⊗ S(0)

e−β(t1−t0)k0(X(0),X(1))⊗ S(0) e−2β(t1−t0)k0(X(1),X(1))⊗ S(0) + ku1(X(1),X(1))⊗ S(1)

)
,

(A.30)
where ku1(X(1),X(1)) =

∫ t1
t0

e−B(t−τ)
∫ t1
t0

e−B(t′−τ ′)ku(X(1), τ,X(1), τ ′)dτ ′dτ .

Eq. (A.30) reveals that the for a two fidelity problem, ContinuAR is equivalent to AR. Thus, the likelihood
decomposition for subset structure data [10] also holds for ContinuAR, which lays out the foundation for our
fast inference algorithm for non-subset problems.

G Predictive Posterior With Subset Structure

In order to conduct the proof of decomposition for the likelihood function with non-subset data, we need to
derive the form of predictive posterior distribution with multi-fidelity with subset structure i.e., X(T ) ⊂, · · · ,⊂
X(0), first. Here, we take the simplest situation, i.e., T = 1 as an example, and the assumption X(1) ⊂ X(0)

holds. To stay consistent with AR, we denote ρ = e−β(t1−t0) for clarity. Following the format of the covariance
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matrix in Eq. (A.30) and Eq. (A.6), the mean function and covariance matrix have the following expression,

ȳ(x∗, 1)

=
(
ρk(0)

∗ ⊗ S(0), ρ2k(0)
∗ (x(1))⊗ S(0) + k(1)

a∗ ⊗ S(1)
)
Σ−1

(
+y(0)

+y(1)

)

=
(
ρk(0)

∗ ⊗ S(0)
)(

K(00) ⊗ S(0)
)−1

+y(0) +
(
ρk(0)

∗ ⊗ S(0)
)(

E(1)(ρ2K(00))−1
(
E(1)

)$
⊗ (S(1))−1

)
+y(0)

−
(
ρ2k(0)

∗ (x(1))⊗ S(0)
)(

ρK(11)
a (E(1))$ ⊗ S(1)

)−1
+y(0) −

(
k(0)
∗ ⊗ S(0)

)(
ρK(11)

a (E(1))$ ⊗ S(1)
)−1

+y(0)

−
(
ρk(0)

∗ ⊗ S(0)
)(

E(1)(ρK(11)
a )−1 ⊗ S(1)

)−1
y(1)
a

+
(
ρ2k(0)

∗ (x(1))⊗ S
)(

K(11)
a ⊗ S

)−1
y(1)
a +

(
k(1)
a∗ ⊗ S(0)

)(
K(11)

a ⊗ S(1)
)−1

y(1)
a

=
(
ρk(0)

∗ ⊗ S(0)
)(

K(00) ⊗ S(0)
)−1

+y(0) −
(
k(0)
∗ ⊗ S(0)

)(
ρK(11)

a (E(1))$ ⊗ (S(1))−1
)
+y(0)

+
(
k(0)
∗ ⊗ S(0)

)(
ρK(11)

a (E(1))$ ⊗ (S(0))−1
)
+y(0) +

(
k(1)
a∗ ⊗ S(1)

)(
K(11)

a ⊗ S(1)
)−1

y(1)
a

=

(
ρk(0)

∗

(
K(00)

)−1
⊗ I

)
+y(0) +

(
k(1)
a∗

(
K(11)

a

)−1
⊗ I

)
y(1)
a ,

(A.31)

Σ(1)
∗

=
(
ρ2k(00)

∗ ⊗ S(0) + k(11)
a∗ ⊗ S(1)

)

−
(
ρk(0)

∗ ⊗ S(0), ρ2k(0)
∗ (x(1))⊗ S(0) + k(1)

a∗ ⊗ S(1)
)
Σ−1





(
ρk(0)

∗ ⊗ S(0)
)$

ρ2
(
k(0)
∗ (x(1))⊗ S(0)

)$
+

(
k(1)
a∗ ⊗ S(1)

)$





=
(
ρ2k(00)

∗ ⊗ S(0) + k(11)
a∗ ⊗ S(1)

)
−

(
ρk(0)

∗ ⊗ S(0)
)(

K(00) ⊗ S(0)
)−1 (

ρk(0)
∗ ⊗ S(0)

)$

+
(
k(1)
a∗ ⊗ S(1)

)(
ρK(11)

a ⊗ S(1)
)(

ρk(0)
∗ ⊗ S(0)

)$
−

(
k(1)
a∗ ⊗ S(1)

)(
ρK(11)

a ⊗ S(1)
)(

ρk(0)
∗ ⊗ S(0)

)$

−
(
k(1)
a∗ ⊗ S(1)

)(
K(11)

a ⊗ S(1)
)−1 (

k(1)
a∗ ⊗ S(1)

)$

=ρ2
(
k(00)
∗ −

(
k(0)
∗

)$ (
K(00)

)−1
k(0)
∗

)
⊗ S(0) +

(
k(11)
a∗ −

(
k(1)
a∗

)$ (
K(11)

a

)−1
k(1)
a∗

)
⊗ S(1),

(A.32)
where k(0)

∗ = k0(X∗,X
(0)), k(00)

∗ = k0(X∗,X∗), K(00) = k0(X(0),X(0)) denotes the covariance in the
lowest fidelity, and k(1)

a∗ = ku1(X∗,X
(1)), k(11)

∗ = ku1(X∗,X∗) and K(11)
a = ku1(X(1),X(1)).

Notice that Eq. (A.32) decomposes the predictive posterior into two parts one related to the low-fidelity data
and the other to the high-fidelity data. This lays the foundation for our later derivation for the non-subset
structure. In the following section, we will derive the predictive posterior for non-subset structure, and show
that the autokrigeability also holds.

H Predictive Posterior With Non-Subset Structure

In this section, we derive the mean function and covariance matrix in the predictive posterior for non-subset
structure following the previous two-fidelity setup.

p(Ȳ(x∗, 2)|Y(2),Y(1)) =

∫
p(Ȳ(x∗, 2), Ŷ

(1)|Y(2),Y(1))dŶ(1)

=

∫ fidelity-2 posterior
︷ ︸︸ ︷
p(Ȳ(x∗, 2)|Y(2),Y(1), Ŷ(1))

fidelity-1 posterior
︷ ︸︸ ︷
p(Ŷ(1)) dŶ(1).

(A.33)
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Figure 7: Illustration for the selection matrix and multi-fidelity data structure. Let X(t) be the
available system inputs for t fidelity. The inputs for t fidelity will be two parts: the subset part X̌(t)

contained in X(t−1), and the part that is not contained in X(t−1) is denoted as X̂(t−1) (where the
hat and superscript indicate that it is a complement set for the t − 1 fidelity). To extract these two
parts, we define X̌(t) = E(t)X(t−1) and X̂(t−1) = Ê(t)X(t).

As we know, once the Ŷ(1) is decided, the high-fidelity posterior part can be written as the subset posterior
distribution, in the following way,

p(Ȳ(x∗, 2)|Y(2),Y(1), Ŷ(1)) = 2π−NpD
2 ×

∣∣∣Σ(2)
∗

∣∣∣
− 1

2 × exp − 1
2

[(
y(2)
∗ − ȳ(2)

)$ (
Σ(2)

∗

)−1 (
y(2)
∗ − ȳ(2)

)]
.

(A.34)
where

Σ(2)
∗ =Σ(x∗, 1) + Σ̃(2),

ȳ(2) =

[
(k(11)

∗ )
(
K(11)

)−1
⊗ I

](
Y(1)

ŷ(1)

)
+

[
(k(22)

a∗ )
(
K(22)

a

)−1
⊗ I

]
y(2).

(A.35)

This is depends on the conclusion in Eq. (A.31). Σ(2)
∗ and ȳ(2) are posterior covariance matrix and mean

function.

At the same time, we know that Ŷ(1) are samples from fidelity 1 model, therefore the probability of getting
Ŷ(1) can be written as:

p(Ŷ(1)) = 2π−N
(2)
n D
2 ×

∣∣∣Σ(1)
∗ ⊗ S(1)

∣∣∣
− 1

2 × exp

[
−1
2

(
ŷ(1) − ȳ(1)

)$ (
Σ(1)

∗ ⊗ S(1)
)−1 (

ŷ(1) − ȳ(1)
)]

,

(A.36)
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where the Σ(1)
∗ ⊗S means the posterior covariance matrix of sampling Ŷ(1) from lower fidelity model and ȳ(1)

are predicted mean for the non-subset data. Therefore, the posterior distribution of non-subset data structure is

p(Ȳ(x∗, 2)|Y(2),Y(1))

=

∫ fidelity-2 posterior
︷ ︸︸ ︷
p(Ȳ(x∗, 2)|Y(2), +y(1), Ŷ(1))

fidelity-1 posterior
︷ ︸︸ ︷
p(Ŷ(1)) dŶ(1)

=

∫ {
2π−NpD

2 ×
∣∣∣Σ(2)

∗

∣∣∣
− 1

2 × exp − 1
2

[(
y(2)
∗ − ȳ(2)

)$ (
Σ(2)

∗

)−1 (
y(2)
∗ − ȳ(2)

)]

×2π−N
(2)
n D
2 ×

∣∣∣Σ(1)
∗ ⊗ S(1)

∣∣∣
− 1

2 × exp

[
−1
2

(
ŷ(1) − ȳ(1)

)$ (
Σ(1)

∗ ⊗ S(1)
)−1 (

ŷ(1) − ȳ(1)
)]}

dŶ(1)

=2π− (Np+N
(2)
n )D

2 ×
∣∣∣Σ(2)

∗

∣∣∣
− 1

2 ×
∣∣∣Σ(1)

∗ ⊗ S(1)
∣∣∣
− 1

2 × exp

[
−1
2
ỹ$

(
Σ(2)

∗

)−1
ỹ − 1

2

(
ȳ(1)

)$ (
Σ(1)

∗ ⊗ S(1)
)−1

ȳ(1)

]

×
∫

exp

[
ỹ$

(
Σ(2)

∗

)−1
Γŷ(1) +

(
ȳ(1)

)$ (
Σ(1)

∗ ⊗ S
)−1

Γŷ(1) − 1
2

(
ŷ(1)

)$
Γ$

(
Σ(2)

∗

)−1
ŷ(1)

−1
2

(
ŷ(1)

)$ (
Σ(1)

∗ ⊗ S(1)
)−1

ŷ(1)

]
dŶ(1)

=2π−NpD
2 ×

∣∣∣Σ(2)
∗

∣∣∣
− 1

2 ×
∣∣∣Σ(1)

∗ ⊗ S(1)
∣∣∣
− 1

2 ×
∣∣∣∣Γ

$
(
Σ(2)

∗

)−1
Γ+Σ(1)

∗

∣∣∣∣
− 1

2

× exp

{
−1
2
ỹ$

[(
Σ(2)

∗

)−1
−

(
Σ(2)

∗

)−1
Γ

(
Γ$

(
Σ(2)

∗

)−1
Γ+Σ(1)

∗

)−1

Γ$
(
Σ(2)

∗

)−1
]
ỹ

}

× exp

{
−1
2

(
ȳ(1)

)$
[(

Σ(1)
∗ ⊗ S(1)

)−1
−

(
Σ(2)

∗

)−1
(
Γ$

(
Σ(2)

∗

)−1
Γ+Σ(1)

∗

)−1 (
Σ(1)

∗ ⊗ S(1)
)−1

](
ȳ(1)

)}

× exp

{
ỹ$

[(
Σ(2)

∗

)−1
Γ

(
Γ$

(
Σ(2)

∗

)−1
Γ+Σ(1)

∗

)−1 (
Σ(1)

∗ ⊗ S(1)
)−1

](
ȳ(1)

)}
.

(A.37)

where ỹ and Γ is defined by the following equations,

ỹ =y(2)
∗ − ρ

[
(k(11)

a∗ )
(
K(11)

a

)−1
⊗ I

](
+y(1)

0

)
−

[
(k(22)

a∗ )
(
K(22)

a

)−1
⊗ I

] [
y(2) −

(
y̌(1)

0

)]
,

Γ =

[
k(2,2)
a∗

(
K(2,2)

a

)−1 (
E(2)

n

)$
k̃(1,1)
a∗

(
K̃(1,1

a

)−1
](

E(2)
m

)
.

(A.38)
where E(2)

m denotes the selection matrix which selects the non-subset parts between two fidelities. X̂(1) =

X̂(1) =
(
E(2)

m

)$ [
X(1), X̂(1)

]
and E(2)

n also denotes the selection matrix but which selects all inputs for the

second fidelity, X(2) =
(
E(2)

n

)$ [
X(1), X̂(1)

]
. Please see Fig. 7 for the illustration of the selection matrix for

the multi-fidelity data structure.

After that, we can simplify the determinant and the exponential parts by decomposing them into different parts
and using the Sherman-Morrison formula to obtain conclusions.

For the determinant part, we can derive

∣∣∣Σ(2)
∗

∣∣∣
− 1

2 ×
∣∣∣Σ(1)

∗ ⊗ S(1)
∣∣∣
− 1

2 ×
∣∣∣∣Γ

$
(
Σ(2)

∗

)−1
Γ+Σ(1)

∗

∣∣∣∣
− 1

2

=
∣∣∣Σ(2)

∗

∣∣∣
− 1

2 ×
∣∣∣Σ(1)

∗ ⊗ S(1)
∣∣∣
− 1

2 ×
∣∣∣∣
(
Σ(2)

∗

)−1
∣∣∣∣
− 1

2

×
∣∣∣∣
(
Σ(1)

∗ ⊗ S(1)
)−1

∣∣∣∣
− 1

2

×
∣∣∣∣Σ

(2)
∗ + Γ$

(
Σ(1)

∗ ⊗ S(1)
)−1

Γ

∣∣∣∣
− 1

2

=

∣∣∣∣Σ
(2)
∗ + Γ$

(
Σ(1)

∗ ⊗ S(1)
)−1

Γ

∣∣∣∣
− 1

2

.

(A.39)
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For the exponential parts in Eq. (A.37),
(
Σ(2)

∗

)−1
−

(
Σ(2)

∗

)−1
Γ

(
Γ$

(
Σ(2)

∗

)−1
Γ+Σ(1)

∗

)−1

Γ$
(
Σ(2)

∗

)−1
=

(
Σ(2)

∗ + Γ$
(
Σ(1)

∗ ⊗ S(1)
)−1

Γ

)−1

(
Σ(1)

∗ ⊗ S(1)
)−1

−
(
Σ(2)

∗

)−1
(
Γ$

(
Σ(2)

∗

)−1
Γ+Σ(1)

∗

)−1 (
Σ(1)

∗ ⊗ S(1)
)−1

= Γ$
(
Σ(2)

∗ + Γ$
(
Σ(1)

∗ ⊗ S(1)
)−1

Γ

)−1

Γ

(
Σ(2)

∗

)−1
Γ

(
Γ$

(
Σ(2)

∗

)−1
Γ+Σ(1)

∗

)−1 (
Σ(1)

∗ ⊗ S(1)
)−1

= −
(
Σ(2)

∗ + Γ$
(
Σ(1)

∗ ⊗ S(1)
)−1

Γ

)−1

Γ.

(A.40)
Therefore, the likelihood of the posterior distribution is

p(Ȳ(x∗, 2)|Y(2),Y(1))

=2π−NpD
2 ×

∣∣∣∣Σ
(2)
∗ + Γ$

(
Σ(1)

∗ ⊗ S(1)
)−1

Γ

∣∣∣∣
− 1

2

× exp

[
−1
2

(
y(2)
∗ − ȳ(2)

∗

)$
(
Σ(2)

∗ + Γ$
(
Σ(1)

∗ ⊗ S(1)
)−1

Γ

)−1 (
y(2)
∗ − ȳ(2)

∗

)]
.

(A.41)

From the upper formula, for the non-subset data structure, the posetrior mean and covairance matrix are,

ȳ(2)
∗ =

[
(k(11)

a∗ )
(
K(11)

a

)−1
⊗ I

](
+y(1)

ȳ(1)

)
+

[
(k(22)

a∗ )
(
K(22)

a

)−1
⊗ I

]
y(2),

Σ(x∗, 2) = Σ(2)
∗ + Γ$

(
Σ(1)

∗ ⊗ S(1)
)−1

Γ.

(A.42)

In Eq. (A.42), we also prove that matrix S does not take part in posterior mean function which means autokrige-
ability still holds in the non-subset data structure. By recursively applying this conclusion, we can easily extend
it to a multi-fidelity problem and we show the detailed application in our main paper.

I Decomposition of Joint Likelihood With Non-Subset Structure

As we have shown that the autokrigeability holds in subset and non-subset data structure, we thus assume an
identical spatial correlation, S = I, for easy computation acceleration (with the cost of losing the accuracy in
the predictive variance). Due to the identical spatial correlations, we no longer need vectorization. First, we
decompose the joint likelihood L into several independent parts,

L = log p(Y(0:2)) = log p(Y(0),Y(1),Y(2))

= log p(Y(0)) + log p(Y(1)|Y(0)) + log p(Y(2)|Y(1),Y(0))

= log p(Y(0)) + log p(Y(1)|Y(0)) + log

∫ part 1
︷ ︸︸ ︷
p(Y(2)|Y(1), Ŷ(1))

part 2
︷ ︸︸ ︷
p(Ŷ(1)|Y(1)) dŶ(1).

(A.43)

Once the Ŷ(1) is fixed, the probability of part 1 in Eq. (A.43) can be written as,

p(Y(2)|Y(1), Ŷ(1)) = 2π−N(2)D
2 ×

∣∣∣K(22)
a

∣∣∣
− 1

2 × exp

[
−1
2
(Y(2)

a )$
(
K(22)

a

)−1
Y(2)

a

]

=2π−N(2)D
2 ×

∣∣∣K(22)
a

∣∣∣
− 1

2 × exp

[
−1
2

[(
Y̌(2)

Ŷ(2)

)
−

(
Y̌(1)

Ȳ(1)

)]$ (
K(22)

a

)−1
[(

Y̌(2)

Ŷ(2)

)
−

(
Y̌(1)

Ȳ(1)

)]]
.

(A.44)
Then is the part 2 in Eq. (A.43), it is based on the posterior distribution of lower fidelity, zu

p(Ŷ(1)|Y(1)) = 2π−N
(2)
n D
2 ×

∣∣∣Σ̂(1)
∣∣∣
− 1

2 × exp

[
−1
2

(
Ŷ(1) − Ȳ(1)

)$ (
Σ̂(1)

)−1 (
Ŷ(1) − Ȳ(1)

)]
.

(A.45)
where we use the N (2)

n to denotes the missing point in second fidelity corresponding with fidelity 2, which
means the Ŷ(2) parts, yellow part, in Fig. 7.
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Therefore, we can combine the Eq. (A.44) with the Eq. (A.45), the integral part in Eq. (A.43) can be written as,

log

∫
p(Y(2)|Y(1), Ŷ(1))p(Ŷ(1)|Y(1))dŶ(0)

= log

∫ {
2π−N(1)D

2 ×
∣∣∣K(11)

a

∣∣∣
− 1

2 × exp

[
−1
2

((
Y̌(2)

Ŷ(2)

)
−

(
Y̌(1)

Ȳ(1)

))$ (
K(22)

a

)−1
((

Y̌(2)

Ŷ(2)

)
−

(
Y̌(1)

Ȳ(1)

))]

×2π−N
(2)
n D
2 ×

∣∣∣Σ̂(1)
∣∣∣
− 1

2 × exp−1
2

[(
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After that, we try to decompose the vector Y as,
(
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)
−

(
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)
= E(2)Y̌(2) −E(2)Y̌(1) + Ê(2)Ŷ(2) − Ê(2)

n Ŷ(1). (A.47)
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The Y is divided into subset parts Y̌ and non-subset part Ŷ. Then, we consider the data fitting part by
substituting Eq. (A.47) into Eq. (A.46), which gives the method to make the Eq. (A.46) calculable,
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Ê(2)Ŷ(2)
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dŶ(1)

=− N (2)D
2

log(2π)− 1
2
log

∣∣∣K(11)
a

∣∣∣−
1
2
log

∣∣∣Σ̂(1)
∣∣∣+

1
2
log

∣∣∣∣(Ê
(2))$(K(22)

a )−1Ê(2) +
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Ȳ(1)

)
.

(A.48)

23



where φ =
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. After that we try to simplify (A.48) by different parts with

Sherman-Morrison formula.
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− 1
2
log

∣∣∣K(11)
a

∣∣∣−
1
2
log

∣∣∣Σ̂(1)
∣∣∣+

1
2
log

∣∣∣∣(Ê
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Then, we gather terms with φ and simplify them as,
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After that, we consider the interaction part between φ and Ȳ(1),
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Finally, we simplify the terms related with Ȳ(1),
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Putting all the parts together, the joint likelihood for the R = 1 is,
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Therefore, we can see that the joint likelihood of three different fidelities with non-subset dataset can be decom-
posed as three independent model to train. For problems with arbitrary number of fidelity, we can easily apply
this conclusion recursively to decompose them into the summation structure, which is scalable to the number
of training data and fidelity level and is easy to code up.

J Experiment in Detail

J.1 Canonical PDEs

Three canonical PDEs are under consideration: Poisson’s equation, Heat equation, and Burger’s equation.
These equations play pivotal roles in scientific and technological applications [41–43]. They present typical
simulation scenarios that include high-dimensional spatial-temporal field outputs, nonlinearities, and disconti-
nuities. These scenarios are frequently used as benchmark problems for surrogate models [28, 37–39]. x and
y denote the spatial coordinates, with t representing the time coordinate, a departure from the notation used in
the primary paper. The notation in the appendix is employed solely to improve comprehension and does not
influence or correlate with the main text.

Let’s start with Burger’s equation, a renowned nonlinear hyperbolic PDE commonly used to depict various
physical phenomena such as fluid dynamics [42], nonlinear acoustics [48], and traffic flows [49]. It is often
employed as a standard benchmark for multiple numerical solvers and surrogate models [50, 51] due to its
ability to generate discontinuities (shock waves) based on a standard conservation equation. Here is the equation
in its viscous form,

∂u
∂t

+ u
∂u
∂x

= v
∂2u
∂x2

.

Within the context, u represents volume, x pertains to spatial location, t signifies time, and v stands for viscosity.
The parameters are defined as follows: x ranges between 0 and 1 (in meters), t spans from 0 to 3 (in seconds),
and the initial condition is set as u(x, 0) = sin(xπ/2) with homogeneous Dirichlet boundary conditions. We
conducted uniform sampling of viscosities v within the interval of [0.001,0.1] (in milliPascal seconds) as the
input parameter for generating the solution field.

Solving the problem in the space and time domains involves the utilization of finite elements employing hat
functions and backward Euler, respectively. To produce solutions at various fidelities, the solver addresses the
PDEs by employing discretized spatial-temporal domains consisting of regular rectangular meshes with grid
points ranging from 82, 162, 322, 642, 1282, facilitating simulations from low to high fidelity.

Next, the focus shifts to Poisson’s equation, a common elliptic PDE employed in mechanical engineering and
physics to simulate potential fields, including gravitational and electrostatic fields [41]. Expressed in the form
of

∂2u
∂x2

+
∂2u
∂y2

= 0.

It represents an extension of Laplace’s equation [53]. Encountered frequently in physics, Poisson’s equation,
despite its simplicity, serves as a fundamental test case for surrogate models, as highlighted in various stud-
ies [37, 54]. Within our experiment, we apply Dirichlet boundary conditions to a 2D spatial domain, where x
ranges over [0, 1] × [0, 1]. The input parameters involve fixed values assigned to the four boundaries and the
central point of the rectangular domain, each ranging from 0.1 to 0.9. To generate the matching potential fields
as outputs, we sampled the input parameters uniformly. Employing a first-order center differencing scheme
and regular rectangular meshes, we solved the PDE using the finite difference approach. Simulations of five
different fidelities were generated using meshes containing grid nodes 82, 162, 322, 642, 1282.

Heat equation, established in 1822 to depict time-dependent changes in heat fluxes, remains a fundamental
PDE. Its scope extends beyond heat fluxes, finding applications in diverse scientific domains such as probability
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Figure 8: Geometry, boundary conditions, and simulation parameters for cantilever beam

theory [55, 43] and financial mathematics [56]. As a result, it is widely adopted as a representative model. Here
is the heat equation:

∂
∂x

(
k
∂T
∂x

)
+

∂
∂y

(
k
∂T
∂y

)
+

∂
∂z

(
k
∂T
∂z

)
+ qV = ρcp

∂T
∂t

,

where k is the materials conductivity qV is the rate at which energy is generated per unit volume of the medium
ρ is the density and cp is the specific heat capacity. The flux rate at the left boundary, ranging from 0 to 1
at x = 0, the flux rate at the right boundary, ranging from −1 to 0 at x = 1, and the thermal conductivity,
ranging from 0.01 to 0.1, serve as the input parameters. Within a 2D spatial-temporal domain x ∈ [0, 1] and
t ∈ [0, 5], we set up the Neumann boundary condition at x = 0 and x = 1. Additionally, we define u(x, 0) as
H(x − 0.25) − H(x − 0.75), where H(·) represents the Heaviside step function. Using finite difference in
space and backward Euler in time domains, the equation is solved. The spatial-temporal domain is discretized
into a 16 × 16 regular rectangular mesh for the first (lowest) fidelity solver, while a refined solver employs
a 32 × 32 mesh for the second fidelity. The computed result fields are on a 100 × 100 spatial-temporal grid.
Solving the equation involves applying a finite difference approach in the spatial domain and employing reverse
Euler in the temporal domain. We discretize the spatial-temporal domain into a regular rectangular mesh, using
82, 162, 322, 642, 1282 nodes to produce simulation results at five varying fidelity levels.

J.2 Multi-Fidelity Fusion for Topology Optimization

In a topology structure optimization problem, we employ ContinuAR to determine the optimal topology struc-
ture, maximizing mechanical metrics such as stiffness, for a material layout comprising alloys and concrete.
This is accomplished by considering various design parameters including external force and angle. Particularly
with the advancements in 3D printing methods, where materials are deposited in small increments, topology
structure optimization has become a crucial technique in mechanical design, applied in areas like airfoils and
slab bridges. Notably, the computational intensity of topology optimization stems from the need for gradient-
based optimization and mechanical simulations. The demanding nature of a high-fidelity solution, requiring
extensive discretization mesh and imposing substantial computational burdens in both space and time, exacer-
bates the situation.

Gaining popularity is the utilization of data-driven methods that offer suitable structures to facilitate the pro-
cess [57]. In this study, we examine the topology optimization of a cantilever beam. Utilizing the efficient
implementation [58], we conduct density-based topology optimization, aiming to minimize the compliance C
while adhering to volume constraints V ≤ V̄ .

Utilizing the SIMP scheme [59], we convert continuous density measurements into discrete, optimal topologies.
System inputs include the position of point load P1, the angle of point load P2, and the filter radius P3 [60].
The issue is addressed using a standard mesh containing nodes in the set 322, 402, 482, 562, 642.

J.3 Multi-Fidelity Fusion for Plasmonic nanoparticle arrays

Using the Coupled Dipole Approximation (CDA) approach, we compute the extinction and scattering effi-
ciencies Qext and Qsc for plasmonic systems of different scatterer quantities in the final illustration. CDA
represents a technique for emulating the optical response of an ensemble of identical, non-magnetic metallic
nanoparticles, each with dimensions significantly smaller than the wavelength of light (in this case, 25 nm).
In this work, we define Qext and Qsc as the QoIs. Our proposed method allowed us to construct surrogate
models efficiently, incorporating up to three fidelities. We examined particle arrays generated by Vogel spirals,
where the interaction of incident waves with particles significantly influences the magnetic field. Consequently,
the local extinction field produced by plasmonic arrays is greatly impacted by the number of nanoparticles.
The configurations of Vogel spirals, characterized by particle numbers in the set 2, 50, 200, 500, 1000, defined
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the parameters for five-fidelity simulations. The parameter space was determined to be λ ∈ [200, 800] nm,
αvs ∈ [0, 2π] rad, and avs ∈ (1, 1500). These parameters represent the incidence wavelength, the diver-
gence angle, and the scaling factor, respectively. Inputs were chosen using a Sobol sequence. As the number
of nanoparticles increases, the computing time required for CDA execution grows exponentially. Hence, the
suggested sampling approach leads to substantial reductions in computational costs.

By solving the corresponding linear equation, one can compute the local field Eloc(rj) for each nano-sphere,
given N metallic particles with the same volumetric polarizability α(ω) situated at vector coordinates ri. This
calculation allows for the determination of the response of a plasmonic array to electromagnetic radiation, as
per the solution [61] of the local electric fields, Eloc(rj).

Eloc(ri) = E0(ri)−
αk2

ε0

N∑

j=1,j %=i

G̃ijEloc(rj), (A.54)

where the incident field is denoted by E0(ri), where k represents the wave number in the background medium,
and ε0 signifies the dielectric permittivity of vacuum (ε0 = 1 in the CGS unit system). G̃ij is derived from
3× 3 blocks of the overall 3N × 3N Green’s matrices for the ith and jth particles. When j = i, G̃ij becomes
a zero matrix. Otherwise, it is computed as

G̃ij =
exp(ikrij)

rij

{
I− r̂ij r̂

T
ij −

[
1

ikrij
+

1
(krij)2

(I− 3r̂ij r̂
T
ij)

]}
. (A.55)

Expressed as r̂ij, the unit position vector represents the distance from particle j to i, denoted by rij = |rij |.
Solving Eq A.54 and A.55 enables the computation of the overall local fields Eloc(ri), which in turn determines
the scattering and extinction cross-sections. Further information on the numerical approach is available in [62].

Derived from the normalization of the scattering and extinction cross-sections concerning the array’s entire
projected area Qext and Qsc are considered. Our focus was on the Vogel spiral class of particle arrays, as
described in [63].

ρn =
√
navs and θn = nαvs, (A.56)

In a Vogel spiral array, the n-th particle’s radial distance and polar angle are denoted by ρn and θn, respec-
tively. Hence, the unique definition of the Vogel spiral configuration includes the incidence wavelength λ, the
divergence angle αvs, the scaling factor avs, and the number of particles n.

J.4 Detailed Prediction Analysis

Defining the average RMSE field y(EF) allows us to thoroughly examine the prediction error.

y(EF) =

√√√√ 1
N

N∑

i=1

(yi − ỹi)2, (A.57)

The square root is taken element-wise, where ỹi represents the prediction and yi is the true ground value.

The average RMSE field corresponding to the Heat equation, Burger’s equation, Poisson’s equation, and TopOP
problem with a decreasing rate of η = 0.5, lowest-fidelity training samples, N0 = 128 and 128 testing samples
are shown in Fig. 4 (left) for the subset assessment and Fig. 4 (right) for the non-subset assessment. Plasmonic
nanoparticle arrays (PNA) have only two output variables and thus we do not show the average RMSE field for
it.

For the classic subset assessment in Fig. 4 (left), we can see that clear that ContinuAR outperforms the competi-
tors in all cases with a large margin by showing more blue areas and only tiny red areas. For Heat equation, the
error is significantly reduced in most areas except for the bottom area of the domain, where a tiny thin bar of
red area is shown. For the Burger’s equation, ContinuAR shows some checker board pattern in the error field,
which is probability caused by the conditional independence assumption. Nonetheless, the error is significantly
reduced in most areas the largest error is also reduced. For the Poisson’s equation, different method has it
own error patterns. ContinuAR show a more blue area in the left part of the domain, while AR has high-error
areas everywhere except the center. For the TopOP problem, ContinuAR show a significantly reduced error by
a significant reductions of deep red areas. The AR as the deepest blue ares, indicating its good performance.
However, it also has a lar areas of red, indicating its poor performance overall.

For the classic non-subset assessment in fig: errorplot both (right), the overall conclusion is similar to the
subset assessment. ContinuAR outperforms the competitors in all cases with a large margin by showing more
blue areas and tiny red areas. The overall error pattern for most methods are similar to the subset assessment
with subtle difference. For instance, for the Burger’s equation, checker board pattern disappear, indicating a
successful improvement by using training data across the input domain. The error for Poisson’s equation is
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Figure 9: Subset Evaluation with η = 0.5: Test negative log-likehood against number of training
samples N0 for Heat (left), Burger’s (middle), and Poisson’s (right) equation.

Figure 10: Two-fidelity subset evaluation with η = 0.5: RMSE against the number of training
samples N0 for Heat (left), Burger’s (middle), and Poisson’s (right) equation.

also significantly reduced particularly on the right part of the domain. TopOP turns out to be the most stable
problem as the error patterns for all methods are almost the same as the subset assessment.

K Additional Experimental Results

K.1 Likelihood Evaluation

Here are some additional results in Figure 9, which shows the negative log-likelihood (without the constant
term and thus the result can be negative) of ContinuAR, ResGP, and AR. Surprisingly, the NLL of our method
is better than ResGP and AR more significantly than the comparisons in RMSE. We believe that this is because
the log-likelihood is more sensitive to the uncertainty of the prediction. Since our method is a joint learning
(as discussed in the previous question), it is able to capture the uncertainty as a joint model whereas the other
methods treat each fidelity separately.

K.2 Two-fidelity Evaluation

In order to understand the limitation of our method, we follow the classic subset experiment setting with η = 0.5
and reduce the number of fidelity from five to two. The results are shown in the Figure 10. In this case, we
often see that ContinuAR is almost identical to the classic AR, losing its advantages as an infinite-fidelity fusion
method. Also, when the number of training data is scarce, our method does not perform better compared to
other baselines. There are certainly other factors that may affect the performance, such as the choice of fidelity
and B(x). We will investigate this in future work.
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