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A More Technical Details

A.1 HO Interactor

We borrow the design of the lightweight interaction head in [6] to instantiate our HO interactor. For
completeness, we elaborate on the technical details as follows:

Pairwise Positional Encodings: We first introduce the pairwise positional encodings [6] used in the
HO interactor. Given a pair of bounding boxes bh = [x1, y1, w1, h1]

⊤ and bo = [x2, y2, w2, h2]
⊤.

We first compute unary and pairwise spatial features as follows:
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where IoU denotes intersection over union. The unary feature u consists of boxes, box areas, and
aspect ratios. The pairwise feature p consists of the ratio of box areas, intersection over union, and
directional encodings that describe the distance between boxes. A multilayer perceptron is then
adopted to map the spatial features into pairwise positional encoding:

e = MLP
(
CAT

(
u,p, log(u+ ϵ), log(p+ ϵ

)
)
)
∈ RCr , (3)

, where CAT and MLP denote concatenation and multilayer perceptron, respectively.

Cooperative Layer: Taking decoded query features X ∈ RNd×Cd of detected instances and the
pairwise positional encodings E ∈ RNd×Nd×Cr between every two instances as input, the cooperative
layer performs self-attention and pairwise positional information injection as follows:

X′ = Linear(X) ∈ RNd×Cr , E′ = Linear(E) ∈ RNd×Nd×Cr , (4)

Ẋ′ ∈ RNd×Nd×Cr , where Ẋ′[i] ≜ X′ ∈ RNd×Cr , (5)

Ẍ′ ∈ RNd×Nd×2Cr , where Ẍ′[i,j] ≜ CAT(X′[i],X′[j]) ∈ R2Cr , (6)

V = Ẋ′ ·E′, W = Softmax
(
Linear

(
CAT(Ẍ′,E)

))
∈ RNd×Nd×1, (7)

Xattn = LN
(
X+ Linear

(
Mean(W ·V, dim = 1)

))
∈ RNd×Cr , (8)

X̂ = LN
(
Xattn + FFN(Xattn)

)
∈ RNd×Cr , (9)
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where Linear, Softmax, FFN, LN denote linear projection, softmax function, feed-forward network,
and layer normalization, respectively.

Competitive Layer: The competitive layer takes the output of cooperative layer X̂, the global visual
feature Xglob from the backbone of DETR [1], and the pairwise positional encodings E as inputs.
First, the valid pairwise query features Xpair and positional encodings Epair are extracted according to
the index set of valid human-object pairs idxvalid:

idxvalid = {(u, v)|u ̸= v, cu = “human”}, (10)

Xpair ∈ RNpair×2Cr , where X
[i]
pair = CAT(X̂[u], X̂[v]), (u, v) = idx

[i]
valid, (11)

Epair ∈ RNpair×Cr , where E
[i]
pair = E[u,v], (u, v) = idx

[i]
valid. (12)

Then, the valid pairwise query features Xpair and global visual feature Xglob are respectively fused
with the valid pairwise positional encodings Epair. The resulting X′

pair and X′
glob are concatenated

together and processed by a transformer encoder layer to generate the final pairwise HOI tokens Q:

X′
pair = Linear

(
ReLU

(
Linear(Xpair) · Linear(Epair)

))
∈ RNpair×Cr , (13)

X′
glob = Linear

(
ReLU

(
Linear(Xglob) · Linear(Epair)

))
∈ RNpair×Cr , (14)

Q = TransformerEncoderLayer
(
CAT(X′

pair,X
′
glob)

)
∈ RNpair×2Cr , (15)

A.2 Positional Distribution Discrepancy

𝟕𝟓𝒐
−𝟑𝟎𝒐

Figure 1: An illustration of the distribution statis-
tics, i.e., the angles between the line from the per-
son to the object and the x-axis.

In this section, we first give the definition of posi-
tional distribution discrepancy and then provide
some visualizations of the distribution discrep-
ancy between seen and unseen HOI categories.

Definition: To verify the robustness of our ap-
proach to the distribution gap between seen and
unseen HOI categories, we introduce the con-
cept of positional distribution discrepancy. We
first compute the positional distribution of the
seen and unseen HOI categories corresponding
to each object. The distribution statistics are the
angles (quantized into 90 discrete bins) between the line from the person to the object and the x-axis,
as shown in Figure 1. Then, we compute the KL divergence between the distributions of seen and
unseen categories to measure the distribution discrepancy.

Visualization: In Figure 2, we provide some visualizations of the positional distribution of seen and
unseen HOI categories corresponding to each object class.

A.3 Training Details

We adopt the AdamW [3] optimizer with a weight decay of 1e-4. We train the network for 100 epochs
with an effective batch size of 16. The learning rate is linearly increased to 1e-4 from 0 in the first
5 warm-up epochs and then decreased to 1e-7 by the cosine decay schedule. The experiments are
conducted on four NVIDIA RTX 3090 GPUs.

B Border Impact and Limitations

Border Impact: The proposed CLIP4HOI framework significantly improves the performance and
robustness of zero-shot HOI detection. With the strong generalization capability, CLIP4HOI can
empower many practical downstream tasks, such as surveillance, augmented reality, and human-
computer interaction. Human-object interaction detection also acts as a cornerstone of the recently
popular embodied artificial intelligence.

Limitations: Unlike previous top-performing methods [2, 5] that only adopt the CLIP [4] model
as the teacher during training, our CLIP4HOI retains the CLIP visual encoder in the test phase to
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Figure 2: Visualization of positional distribution. For each object class, there exist small (first row)
or large (second row) distribution discrepancies between the corresponding seen and unseen HOI
categories, posing challenges to the generalization of the algorithm.

provide contextual visual clues for the HOI decoder. This allows CLIP4HOI to achieve superior
performance compared to the previous methods but brings more computational overhead to a certain
extent. In addition, although the CLIP model exhibits a strong generalization capability during
proposal discrimination, the diversity of proposal generation is still limited by the categories that the
detector can identify. Fortunately, thanks to the two-stage design of CLIP4HOI, in the future, we
can easily integrate advanced open-vocabulary object detectors into our framework to provide more
diverse HOI proposals.

C More Qualitative Results

In Figure 3 and Figure 4, we provide more qualitative visualizations of our CLIP4HOI.
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GT: <hold/wash, toothbrush>
Pred: < hold/wash, toothbrush>

GT: <no interaction, tie>
Pred: <wear/no interaction, tie>

GT: <check, clock>
Pred: <check, clock>

GT: <eat, cake>
Pred: <eat, cake>, <eat, cake>

GT: <carry/hold/stand under, umbrella>
Pred: <carry/hold/stand under, umbrella>

GT: <carry/wear, backpack>, <carry/hold, handbag>
Pred: <carry/wear, backpack>, <carry/hold, handbag>,
<carry, cell phone>

GT: <hold/open/read, book>
Pred: <hold/open/read, book>

GT: <eat/hold/hold, sandwich>
Pred: <eat/hold/hold, sandwich>

GT: <carry/drag, suitcase>
Pred: <carry/drag, suitcase>

GT: <ride/straddle, horse>
Pred: <ride/straddle, horse>

GT: <carry, cup>
Pred: <carry, cup>, <wear, tie>

GT: <hold/straddle, bicycle>
Pred: <hold/straddle, bicycle>

Figure 3: Additional qualitative results for detected human–object pairs on the HICO-DET test set.
We can find that our CLIP4HOI can cope well with multiple instances, incomplete subjects/objects,
motion blur, etc. Moreover, it can also detect some human-object interactions that are not labeled but
correct (marked in red).

GT: <hold/lick, wine glass>
Pred: <hold/sip, wine glass>

GT: <cut/hold/inspect/wear, tie>
Pred: <wear, tie>, <hold/cut with, scissors>

GT: <hold/sign, baseball bat>
Pred: <hold/wield/sign, baseball bat>

GT: <chase, cat>
Pred: <hold, cat>, <hold, bottle>

GT: <hold/hop on/ride/watch/watch, elephant>
Pred: <ride/hold/watch/watch/walk, elephant>

GT: <wash, wine glass>
Pred: <no interaction/wash/clean, sink>,
<wash, wine glass>

GT: <cut/hold, orange>
Pred: <wield/hold/cut with, knife>,
<cut, carrot>

GT: <carry/hold, sandwich>
Pred: <hold/carry, cell phone>,
<eat, donut>

GT: <sit on/sit on/sit on, bench>
Pred: < sit on/sit on/sit on/sit on/sit on, bench>

GT: <hold/inspect, bottle>
Pred: <board/inspect, car>, <hold, bottle>

GT: <stand under/stop at, traffic light>
Pred: <no interaction, car>

GT: <no interaction, broccoli>
Pred: < sit at, dining table>

(a) Failure cases caused by HOI discrimination.

GT: <hold/lick, wine glass>
Pred: <hold/sip, wine glass>

GT: <cut/hold/inspect/wear, tie>
Pred: <wear, tie>, <hold/cut with, scissors>

GT: <hold/sign, baseball bat>
Pred: <hold/wield/sign, baseball bat>

GT: <chase, cat>
Pred: <hold, cat>, <hold, bottle>

GT: <hold/hop on/ride/watch/watch, elephant>
Pred: <ride/hold/watch/watch/walk, elephant>

GT: <wash, wine glass>
Pred: <no interaction/wash/clean, sink>,
<wash, wine glass>

GT: <cut/hold, orange>
Pred: <wield/hold/cut with, knife>,
<cut, carrot>

GT: <carry/hold, sandwich>
Pred: <hold/carry, cell phone>,
<eat, donut>

GT: <sit on/sit on/sit on, bench>
Pred: < sit on/sit on/sit on/sit on/sit on, bench>

GT: <hold/inspect, bottle>
Pred: <board/inspect, car>, <hold, bottle>

GT: <stand under/stop at, traffic light>
Pred: <no interaction, car>

GT: <no interaction, broccoli>
Pred: < sit at, dining table>

(b) Failure cases caused by object detection.

Figure 4: Failure cases. Through observation, we found that the failure cases can be roughly divided
into two groups, one is the detection error of the humans and the objects, and the other is the error in
the discrimination of the interaction category for each human-object pair.
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