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Abstract

While reinforcement learning has achieved remarkable successes in several do-
mains, its real-world application is limited due to many methods failing to gener-
alise to unfamiliar conditions. In this work, we consider the problem of generalising
to new transition dynamics, corresponding to cases in which the environment’s
response to the agent’s actions differs. For example, the gravitational force exerted
on a robot depends on its mass and changes the robot’s mobility. Consequently,
in such cases, it is necessary to condition an agent’s actions on extrinsic state
information and pertinent contextual information reflecting how the environment
responds. While the need for context-sensitive policies has been established, the
manner in which context is incorporated architecturally has received less attention.
Thus, in this work, we present an investigation into how context information should
be incorporated into behaviour learning to improve generalisation. To this end, we
introduce a neural network architecture, the Decision Adapter, which generates
the weights of an adapter module and conditions the behaviour of an agent on the
context information. We show that the Decision Adapter is a useful generalisation
of a previously proposed architecture and empirically demonstrate that it results in
superior generalisation performance compared to previous approaches in several
environments. Beyond this, the Decision Adapter is more robust to irrelevant
distractor variables than several alternative methods.

1 Introduction

Reinforcement learning (RL) is a powerful tool, and has displayed recent success in several settings [1–
4]. However, despite its potential, RL faces a significant challenge: generalisation. Current agents
and algorithms struggle to perform well beyond the narrow settings in which they were trained [5–7],
which is a major limitation that hinders the practical application of RL. For RL algorithms to be
effective in real-world scenarios, they must be capable of adapting to changes in the environment and
performing well in settings that are different, but related, to those they trained on [7].

To illustrate this point, consider a legged robot trained to walk on a tiled floor. While the agent would
perform well in these conditions, it will likely struggle in other reasonable settings, such as walking
on asphalt or when carrying cargo. When walking on another surface, the friction characteristics
would differ from what the robot trained on, which may cause it to slip. When carrying additional
weight, the robot is heavier, with a potentially different center of mass. This may mean that the robot
must exert more force to lift its legs or be more careful to prevent falling over. This limitation is far
from ideal; we want our agents to excel in tasks with minor differences in dynamics (the effect of the
agent’s actions) without requiring additional training.
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Several methods have been proposed to address this problem, including training a single agent in
various settings in the hope that it learns a generalisable and robust behaviour [3, 8–11]. However,
this approach is not without its drawbacks, as it fails when variations are too large for a single
behaviour to perform well in all settings [12, 13]. For example, using the same behaviour when
walking unencumbered and under load may lead to suboptimal performance in one or both cases.

This observation has led to other methods that instead use contextual information to choose actions,
allowing the agent to adapt its behaviour to the setting it is in. For instance, if the agent knows when
it is walking unencumbered vs. carrying something heavy, it can perform slightly differently in each
case [14]. The context differs conceptually from the state information, which generally includes data
that the robot observes using its sensors, such as its joint angles, acceleration, and camera views. The
crucial distinction between context and state is that context changes at a longer timescale compared
to state; for instance, the floor friction and additional mass remain the same for a long time, whereas
the robot’s joint angles change after every action [15]. Currently, the predominant approach is to
use context as part of the state information, ignoring the conceptual difference between these two as-
pects [16–18]. However, this may lead to the agent confounding the context and state, and thus exhibit
worse generalisation [15]. This problem can be exacerbated in real-world settings, where identifying
which variables affect the dynamics may be challenging [18]. This may lead to several irrelevant vari-
ables being added to the context, further expanding the state space and making learning more difficult.

To address this problem, we introduce an approach to incorporating context into RL that leads to
improved generalisation performance. Our method separates the context and state, allowing the agent
to decide how to process the state information based on the context, thus adapting its behaviour
to the setting it is in. Our experimental results demonstrate the effectiveness of our approach in
improving generalisation compared to other methods. We show that our approach outperforms (1)
not incorporating context information at all; (2) simply concatenating context and state; and (3)
competitive baselines. We also demonstrate that our approach is more robust to irrelevant distractor
variables than the concatenation-based approach across multiple domains. We further provide a
theoretical characterisation of problems where incorporating context is necessary and empirically
demonstrate that a context-unaware method performs poorly.1

2 Background

Reinforcement learning problems are frequently modelled using a Markov Decision Process
(MDP) [19, 20]. An MDP is defined by a tuple ⟨S,A, T ,R, γ⟩, where S is the set of states, A
is the set of actions. T : S ×A×S → [0, 1] is the transition function, where T (s′|s, a) specifies the
probability of ending up in a certain state s′ after starting in another state s and performing a specific
action a. R : S ×A×S → R is the reward function, where R(st, at, st+1) = Rt+1 specifies the re-
ward obtained from executing action at in a state st and γ ∈ [0, 1] is the environment discount factor,
specifying how short-term and long-term rewards should be weighted. The goal in reinforcement
learning is to find a policy π : S → A that maximises the return Gt =

∑∞
k=0 γ

kRt+k+1 [21].

We consider the Contextual Markov Decision Process (CMDP) [15] formalism, which is defined
by a tuple ⟨C,S,A,M′, γ⟩, where C is the context space, S and A are the state and action spaces
respectively, and M′ is a function that maps a context c ∈ C to an MDP M = ⟨S,A, T c,Rc, γ⟩. A
CMDP thus defines a family of MDPs, that all share an action and state space, but the transition (T c)
and reward (Rc) functions differ depending on the context. Our goal is to train on a particular set of
contexts, such that we can generalise well to another set of evaluation contexts. We focus solely on
generalising over changing dynamics and therefore fix the reward function, i.e., Rc = R,∀c ∈ C.

3 Related Work

Generalisation in RL is a widely studied problem, with one broad class of approaches focusing on
robustness. Here, a single policy is trained to be robust to changes that may occur during testing,
i.e., to perform well without failing catastrophically [3, 6, 8, 22–29]. Many of these approaches are
successful in this goal and can generalise well when faced with small perturbations. However, using
one policy for multiple environments (or contexts) may lead to this policy being conservative, as it
cannot exploit the specifics of the current environment [12]. Furthermore, these policies are limited

1We publicly release code at https://github.com/Michael-Beukman/DecisionAdapter.
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to performing the same action when faced with the same state, regardless of the setting. This may be
suboptimal, especially when the gap between the different settings widens [13, 30].

This observation motivates the next class of methods, context-adaptive approaches. These techniques
often use a version of the CMDP [15] formalism, and use the context to inform the agent’s choice
of action. This allows agents to exhibit different behaviours in different settings, which may be
necessary to achieve optimality or generalisation when faced with large variations [13]. There are
several ways to obtain this context, such as assuming the ground truth context [13], using supervised
learning to approximate it during evaluation [14, 31], or learning some unsupervised representation of
the problem and inferring a latent context from a sequence of environment observations [18, 32–34].

Despite the progress in inferring context, how best to incorporate context has received less attention.
The most prevalent approach is to simply concatenate the context to the state, and use this directly
as input to the policy [16–18, 35–38], which is trained using methods such as Soft Actor-Critic [39]
or Proximal Policy Optimisation [40]. This ignores the conceptual difference between the state and
context, and may lead to worse generalisation [15]. This approach may also be limited when there are
many more context features compared to state features [41]. While concatenation is the most common,
some other approaches have also been proposed. For instance, Biedenkapp et al. [41] learn separate
representations for context and state, and then concatenate the representations near the end of the
network. They also use another baseline that concatenates a static embedding of the context features to
the state. Both of these techniques generalise better than the concatenation approach. Another method,
FLAP [42], aims to improve generalisation by learning a shared representation across tasks, which is
then processed by a task-specific adapter in the form of a linear layer. Given state s, the policy network
outputs features ϕ(s) ∈ Rd, which are shared across tasks. The final action is chosen according to
Wiϕ(s) + bi, with a unique weight matrix Wi and bias vector bi which are learned separately for
each task. Concurrently, a supervised learning model is trained to map between transition tuples
(st, at, rt+1, st+1) and these learned weights. At test time, this supervised model generates the
weights, while the policy network remains fixed. FLAP generalises better to out-of-distribution tasks
compared to other meta-learning approaches [36, 43, 44]. However, this approach requires a separate
head for each task, which may scale poorly if we have many tasks or see each task only a few times.

One promising approach that has been used in other fields is Feature-wise Linear Modulation
(FiLM) [45, 46]. In this method, features in one modality (e.g., natural language text) linearly
modulate the neural-network features obtained from another modality (e.g., visual images). An
example of this would be processing a visual scene, modulated by different natural language questions
which would lead to a different final answer. In RL, Benjamins et al. [13] introduce cGate,2 which
follows a similar procedure to FiLM; in particular, the neural network policy receives the state as
input and outputs an action. Before the final layer, however, the context is first transformed by a
separate network, and then used to modulate the state-based features. This approach showed promise,
but restricted the context features’ effect on the state-based features to be linear.

Another research area that has garnered more attention recently is learning general foundation models
for control [48–50]. Inspired by recent work in fields such as natural language processing [51] and
computer vision [52], these models aim to provide a general foundation that can be easily fine-tuned
for particular tasks of interest. For instance, Gupta et al. [53] learns a general controller for several
different robot morphologies. The robot’s configuration is encoded and passed to a transformer [54],
allowing one model to control a wide variety of morphologies. While these works directly train
policies, Schubert et al. [55] instead train a dynamics model, and use a standard planning technique—
model-predictive control [56–58]—to choose actions. They find that this approach achieves better
zero-shot generalisation compared to directly learning a policy. On a different note, Sun et al. [59]
pre-train a foundation model that predicts observations and actions. Then, during fine-tuning, they
train a policy to perform a particular task using the pre-trained representations, which enables the use
of either imitation learning or reinforcement learning in the downstream fine-tuning stage.

Finally, much work in meta-reinforcement learning [60] relates to the problem of generalisation.
Meta-learning approaches generally aim to use multiple tasks during training to learn how to learn;
this knowledge can then be used during testing to rapidly adapt to a new task [43, 60–67]. In this
problem setting, Beck et al. [68] use a recurrent model to encode the current task, and generate the
weights of the agent policy based on the task encoding. Sarafian et al. [69] take a similar approach, but

2Benjamins et al. [13] introduced the cGate method, and then published a revised version of the paper—not
containing cGate—under the same name. We therefore cite both versions [13, 47].
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instead generate the weights using the environment state, and processing the encoded context using
the generated network. Another approach, MAML [44] aims to learn the weights of a neural network
such that, for any new task, performing only a few gradient updates would lead to a high-performing
task-specific network. While meta-learning can lead to highly adaptable agents, many methods
require multiple episodes of experience in the target domain [36, 44], and may therefore be less
well-suited to the zero-shot setting we consider [7].

4 Theoretical Intuitions

Now, while only a context-conditioned policy is guaranteed to be optimal on a general CMDP [47],
in many cases simply training an unaware policy on a large number of diverse environments can
lead to impressive empirical generalisation [5]. In this section, we characterise and unify these
two observations. In particular, for a specific problem setting—where the context defines the target
location an agent must travel to—we find that:

(i) For some context sets, an unaware policy will perform arbitrarily poorly on average, due to
it being forced to take the same action in the same state, regardless of context.

(ii) However, for other context sets—where the different contexts are similar enough—an
unaware policy can perform well on average, as it can simultaneously solve each task.

We defer the formal statement of this theorem and its proof to Appendix A, but here we briefly provide
some intuition. Overall, our results rely on the fact that a context-unaware agent must perform the
same action in the same state, regardless of context. Therefore, in a setting where we have different
goals (indicated by the context), and making progress on one goal leads to making negative progress
on another, a context-unaware agent cannot simultaneously perform well on both of these contexts.
By contrast, if the goals are aligned in the sense that making progress on one leads to progress on
another, a context-unaware agent can perform well on average. A context-aware agent, however, can
always choose the correct action in either scenario.

c1c2

c3 c4

(a) Non-overlapping

c1
c3

c2

c4

(b) Overlapping

Figure 1: An illustration of the two cases discussed above, with the agent’s start state being the origin.
The agent will receive a reward if it enters the circle corresponding to the current context and zero
reward otherwise. In (a) there is no overlap between the goals, so an unaware policy (red) must visit
each goal in sequence, whereas a context-aware policy (green) can go directly to the correct goal. In
(b), the goals overlap, so an unaware policy can go directly to the joint intersection point of the goals,
leading to only a slightly suboptimal value function compared to the optimal context-aware policy.

Fig. 1 visually illustrates these two cases and summarises the implications. In Fig. 1a, if there is no
overlap between goals, an unaware policy is forced to visit each one in sequence. This is because
it must perform the same action in the same state, regardless of the context, meaning that it cannot
always travel to the correct goal. This policy will therefore have a low value function compared to
the optimal context-aware policy. By contrast, in Fig. 1b, a single unaware policy can directly go to
the intersection of all the goals, leading to only slightly less return than the optimal context-aware
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policy. While the formal result in Appendix A merely shows the existence of some problems with
these properties, we believe the concept generalises to more complex settings. In particular, if the
problem exhibits some structure where the same policy can simultaneously make progress on each
context, an unaware model can perform well. However, if making progress on one goal leads to the
agent moving away from another, a context-unaware policy can at best perform arbitrarily worse than
a context-aware one, and incorporating context is crucial. We empirically substantiate these findings
in Section 7 and formally consider this example in Appendix A. Finally, see Appendix B for more
details about how these theoretical results connect back to our empirical observations.

5 The Decision Adapter

An adapter is a (usually small) neural network with the same input and output dimensions. This
network can be inserted between the layers of an existing primary network to change its behaviour
in some way. These modules have seen much use in natural language processing (NLP) [70–74] and
computer vision, usually for parameter-efficient adaptation [75–81]. In these settings, one adapter
is usually trained per task, and the base model remains constant across tasks. Our method is inspired
by the use of adapters in these fields, with a few core differences.

First, since our aim is zero-shot generalisation, having a separate adapter module for each task
(corresponding to context in our case) provides no clear means for generalisation. Relatedly, since
tasks are generally discrete in NLP, but we allow for continuous contexts, this approach would be
problematic. Furthermore, the number of learnable parameters increases with the number of training
contexts, presenting a computational limitation to the scalability. To circumvent these problems,
we use a hypernetwork [82] to generate the weights of the adapter module based on the context.
This allows the agent to modify its behaviour for each context by having a shared feature-extractor
network which is modulated by the context-aware adapter. Moreover, since the hypernetwork is
shared, experience gained in one context could transfer to another [72]. Second, instead of having
separate pre-training and adaptation phases as is common in NLP [76], we do not alter the standard RL
training procedure at all. We change only the architecture and train normally—allowing for the easy
integration of our approach into standard RL libraries. Finally, our method is agnostic to the exact
RL algorithm and can be applied to most off-the-shelf algorithms without much additional effort.

Algorithm 1 Decision Adapter—Changes to the stan-
dard forward pass in blue.

1: procedure ADAPTERFORWARD(s ∈ S, c ∈ C)
2: x1 = s
3: for i ∈ {1, 2, . . . , n} do
4: if Ai ̸= null then
5: θiA = Hi(c) // Generate Weights
6: x′

i = Ai(xi|θiA) // Forward Pass
7: xi = xi + x′

i // Skip connection
8: end if
9: xi+1 = Li(xi)

10: end for
11: return xn+1

12: end procedure

Adapter

s
s

a

c

Hypernetwork

Generated Weights

Figure 2: An illustration of our network architecture, the Decision Adapter, alongside pseudocode for
the forward pass. The bottom network is the hypernetwork, which generates the magenta weights for
the top, primary, network. The light grey nodes in the top network are added by the adapter.

To formally describe our approach (illustrated in Fig. 2), suppose we have a state s ∈ S, context
c ∈ C, and a standard n-layer fully-connected neural network architecture that predicts our action a.
Here xi+1 = Li(xi) = σi(Wixi+bi), x1 = s and xn+1 = a. We add an adapter module Ai between
layers Li−1 and Li. This adapter module is a multilayer neural network Ai : Rdi → Rdi consisting
of parameters θiA ∈ RPi .3 These parameters are generated by the corresponding context-conditioned

3di is the output dimension of layer Li−1 and Pi is the number of parameters in the adapter.
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hypernetwork Hi : C → RPi (line 5 in Algorithm 1) and reshaped to form multiple weight matrices.
Then, before we process xi using layer Li, we pass xi through the adapter module Ai (line 6) defined
by the generated weights and biases to obtain x′

i = Ai(xi|θiA). Furthermore, akin to the application
of adapters in other fields [75, 76], we add a skip connection, by setting xi = xi + x′

i (line 7). This
updated xi is then the input to layer Li (line 9). Additionally, we could have multiple adapter modules
in the primary network, with at most one module between any two consecutive layers (lines 3 and 4).

Finally, we note that the Decision Adapter model can learn to implement the same function as
cGate [13], but is theoretically more powerful. While cGate uses a linear elementwise product
between the context and state features, our model uses a hypernetwork to generate the weights of a
nonlinear adapter module. Our hypernetwork is general enough to be able to recover this elementwise
product, but is not constrained to do so. See Appendix C for a more formal treatment of this point.

6 Experimental Setup

6.1 Metrics

Our evaluation strategy is as follows: We take the trained model, and compute the av-
erage of the total episode reward over n = 5 episodes on each evaluation context c to
obtain a collection of contexts C and corresponding rewards R. We then calculate the
Average Evaluation Reward (AER) : AER = 1

cmax−cmin

∫ cmax

cmin
R(c)dc, where cmin and cmax

are the minimum and maximum context values in C respectively, and R(c) is the reward obtained on
context c. This metric is high when the agent performs well across a wide range of contexts, and thus
corresponds to generalisation performance. However, since we generally have Ctrain ⊂ Cevaluation,
this metric also incorporates how well the agent performs on the training contexts.4 Despite this, it
is still a useful metric for generalisation, as our training context set typically contains only a handful
of contexts, with most of the evaluation contexts being unseen.

6.2 Baselines

We use Soft-Actor-Critic [39] for all methods, to isolate and fairly compare the network architectures.
We aim to have an equal number of learnable parameters for each method and adjust the number of
hidden nodes to achieve this. We use the following baselines, with more details in Appendix D:

Unaware This model simply ignores the contextual information and just uses the state. This approach
allows us to evaluate how well a method that does not incorporate context performs.

Concat This method forms a new, augmented state space S ′ = S × C, and then gives the model
the concatenation [s; c] of the state and context [16–18, 37]. This baseline allows us to
compare our method to the current standard approach of using contextual information.

cGate cGate [13] learns separate state (ϕ(s)) and context (g(c)) encoders, and predicts the action
a = f(ϕ(s)⊙ g(c)), where f is the learned policy and ⊙ is the elementwise product.

FLAP FLAP [42] learns a shared state representation across tasks, which is then processed by
a task-specific linear layer that is generated by conditioning on the context.

Our Adapter configuration is more fully described in Appendix D.3, and Appendix E contains ablation
experiments comparing the performance of different hyperparameter settings.

6.3 Environments

6.3.1 ODE

This environment is described by an ordinary differential equation (ODE), parametrised by n variables
making up the context. The dynamics equation is xt+1 = xt+ẋtdt, with ẋ = c0a+c1a

2+c2a
3+. . . ,

truncated at some cn−1. The episode terminates after 200 timesteps, with the reward function:

4The AER can be computed over only the unseen evaluation contexts, but we include the training contexts to
obtain a more general measure of performance. However, the difference between the two versions is minor, see
Appendix F.4.
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Rt =

{
1 if |x| < 0.05 1

2 if |x| < 0.1 1
3 if |x| < 0.2

1
4 if |x| < 0.5 1

20 if |x| < 2 0 otherwise

This incentivises the agent to give control a to keep the state close to x = 0. The context in this
environment is c = [c0, . . . , cn−1] ∈ Rn. The action space is two-dimensional, continuous and
bounded, i.e., a0, a1 ∈ [−1, 1]. The action is interpreted as a complex number, a = a0 + a1i, to
allow the dynamics equation to be solvable, even in normally unsolvable cases such as ẋ = a2. Here,
restricting a to R would result in ẋ ≥ 0 and an unsolvable system for initial conditions x0 > 0. We
keep only the real part of the updated state and clip it to always fall between −20 and 20.

The ODE acts as a conceptually simple environment where we can arbitrarily scale both the number
(i.e., n) and magnitude (i.e., |ci|) of the contexts and precisely measure the effects. Furthermore,
since many dynamical systems can be modelled using differential equations [83–85], the ODE can
be considered a distilled version of these. Finally, context is necessary to perform well in this
environment, making it a good benchmark. See Appendix D for more details.

6.3.2 CartPole

CartPole [86] is a task where an agent must control the movement of a cart to balance a pole vertically
placed upon it. The observation space is a 4-dimensional real vector containing the cart’s position x
and velocity ẋ, as well as the pole’s angle θ and angular velocity θ̇. We use a continuous action space
where a ∈ [−1, 1] corresponds to the force applied to the cart (where negative values push the cart
to the left and positive values to the right). The reward function is +1 for each step that the pole is
upright. An episode terminates when the pole is tilted too far off-center, the cart’s position is outside
the allowable bounds or the number of timesteps is greater than 500. We follow prior work and
consider the variables Gravity, Cart Mass, Pole Length, Pole Mass and Force Magnitude
collectively as the context [13], even if only a subset of variables change. Here, we change only the
pole length and evaluate how susceptible each model is to distractor variables. In particular, during
training, we also add k additional dimensions to the context, each with a constant value of 1. Then,
during evaluation, we set these values to 0. This may occur during a real-world example, where
accurately identifying or inferring the pertinent context variables may be challenging [18, 87], and
lead to several irrelevant variables. Overall, this means that the context is represented as a 5 + k-
dimensional vector. This environment is useful as it (1) is a simple setting with models that can be
trained quickly, and (2) still has desirable aspects, namely a way to perturb some underlying variables
to change the dynamics of the environment. Furthermore, prior work has shown that even standard,
unaware RL algorithms can generalise well in this environment [88] (in the absence of distractor
context variables), which allows us to investigate the benefits of context and detriment of distractors.

6.3.3 Mujoco Ant

As a more complex and high-dimensional problem, we consider Ant from the Mujoco suite of
environments [89, 90]. Here, the task is to control a 4-legged robot such that it walks. The observation
space consists of the robot’s joint angles and velocities, as well as contact forces and torques applied
to each link, totalling 111 dimensions. The action space A = [−1, 1]8 represents the torque applied
to each of the 8 joints. Furthermore, each episode is terminated after 1000 timesteps, with a positive
reward for not having fallen over at each step and moving forward. The reward function also penalises
large control forces. Here, the mass is the context variable, which is 5 by default. We train on the set
{5, 35, 75} and evaluate on 200 evenly spaced points between 0.5 and 100.

7 Results

7.1 Generalisation Performance

In this section, we consider the ODE environment, with a training context set of {−5,−1, 1, 5} and
300k training timesteps. To measure generalisation, we use an evaluation context range consisting
of 201 equally spaced points between −10 and 10 (inclusive). In the left pane of Fig. 3, we plot
the average performance across the entire evaluation range (as discussed in Section 6.1) at different
points during training.
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Firstly, we can see that the Unaware model fails to generalise well, since the optimal actions in
the same state for two different contexts may be completely different. This result substantiates our
theoretical analysis in Section 4, highlighting the importance of using context in this domain. Concat,
cGate and FLAP perform reasonably well, but our Decision Adapter outperforms all methods
and converges rapidly. In Appendix F, we plot separate subsets of the evaluation range: Train,
Interpolation and Extrapolation, corresponding to the contexts in the training set, the contexts
within the region [−5, 5] and the contexts outside the convex hull of the training contexts, containing
c ∈ [−10,−5) ∪ (5, 10], respectively. There we find that most methods, with the exception of the
Unaware model, perform well on the training contexts, and the Adapter outperforms all methods
when extrapolating. These results also extend to the multidimensional context case, shown in Fig. 3
(right). We train on the context set given by {1, 0,−1}2 ∪ {5, 0,−5}2, with the context (0, 0) being
omitted due to it being unsolvable.5 The evaluation range consists of the cartesian product A2, where
A contains 21 equally-spaced points between −10 and 10. The Adapter outperforms all methods,
with the Concat model coming second. FLAP and the Unaware models struggle in this case.

0.0 0.5 1.0 1.5 2.0 2.5 3.0
0

50

100

150

200

AE
R

1D Context

0.0 0.5 1.0 1.5 2.0 2.5 3.0
1e5

2D Context

Training Time (Steps)

Unaware Concat Adapter cGate FLAP Optimal

Figure 3: The average reward over the evaluation range at various points during training for the ODE
domain. Mean performance is shown, with standard deviation (across 16 seeds) shaded. The left pane
shows the one-dimensional context results, while the right pane shows the two-dimensional results.

7.2 Robustness to Distractors

For this and the next section, we consider the Concat and cGate models as baselines. The reasons
for this are that (1) the Concat model performed comparably to or better than the other baselines in
the previous sections, making it a representative example of the context-aware approaches; and (2)
the Concat model is currently a very prevalent way of incorporating context [16–18, 35–38]; and (3)
cGate is the closest approach to our work in the current literature.

The results for CartPole are shown in Fig. 4. When there are no distractor variables, the Adapter,
Concat and cGate models perform comparably. In this case, each architecture achieves near the
maximum possible reward for the domain. Further, we see little effect after adding just one con-
founding context variable. However, as we add additional distractor variables, the Concat and cGate
models’ performances drop significantly, whereas the Adapter’s performance remains relatively
stable. Strikingly, the Adapter architecture trained with 100 distractor context variables is still able to
perform well on this domain and significantly outperforms the Concat model with significantly fewer
(just 20) distractor variables. This demonstrates that, given only useful context, concatenating state
and context is a reasonable approach in some environments. However, this is a strong assumption
in many practical cases where we may be uncertain about which context variables are necessary. In
such cases, the consequences of ignoring the conceptual differences between state and context are
catastrophic and it is necessary to use the Adapter architecture. We find a similar result in the ODE,
which we show in Appendix F.5.

As an extension to the previous experiment, here we consider using non-fixed distractor variables, i.e.,
sampling them from Gaussian distribution with different means. The intuition behind this experiment
is similar to before, but allows for small variations within training and testing. In particular, we use
σ = 0.2 and a mean of either 0 or 1. In this experiment, a new distractor context is sampled at the
start of every episode. During training this is sampled from N (1, 0.2) and during evaluation we

5Here, for a set S, S2 = S × S = {(a, b)|a, b ∈ S} denotes the cartesian product of S with itself.
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Figure 4: Showing the sensitivity of the (left) Concat, (middle) Adapter and (right) cGate models to
distractor context variables in CartPole. The mean and standard deviation over 16 seeds are shown.

sample from N (0, 0.2). In CartPole, the results in Fig. 5 show that the Adapter is still more robust
to changing distractor variables compared to either Concat or cGate. See Appendix F.6 for more
details, results on the ODE domain, and additional experiments when the mean of the Gaussian does
not change between training and testing.
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Figure 5: The sensitivity of Concat, Adapter and cGate to distractor context variables—sampled
from a Gaussian distribution—in CartPole. We show the mean and standard deviation over 16 seeds.

7.3 High-Dimensional Control

We next consider a more complex and challenging continuous-control environment, that of the
Mujoco Ant. We run the same experiment as in CartPole, where we add distractor variables, with no
effect on the dynamics, and different values between training and testing. These results are shown in
Fig. 6. Overall, we observe a similar result to that of CartPole—the Concat and cGate models are
significantly less robust to having irrelevant distractor variables. By contrast, the Adapter consistently
performs well regardless of how many distractor dimensions are added.

8 Limitations

While our Adapter model performs well empirically, it does have some limitations, which we sum-
marise here and expand on in Appendix G. First, we find that using an incorrect and noisy context
(Appendix G.1) generally resulted in the Adapter model performing worse, particularly as we in-
creased the level of noise. However, the Adapter model still performs comparably to the Concat model
in this case. Second, we generally normalise the contexts before we pass them to the models, relative
to the maximum context encountered during training. While our Adapter performs well when the con-
text normalisation is incorrect by a factor of 2 or 3, its performance does suffer when the normalisation
value is orders of magnitudes too small, leading to very large contexts being input into the model (see
Appendix G.2 for further discussion). Third, when training on a context range that is too narrow (see
Appendix G.3) or does not exhibit sufficient variation, our model is susceptible to overfitting, which
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leads to worse generalisation. Even if our model does not overfit, an overly narrow context range
would also lead to poor generalisation. Thus, ensuring that agents are trained in sufficiently diverse
environments is still important. Fourth, while we assumed access to the ground-truth context, it may
not always be available in practice [31]. Therefore, integrating the Decision Adapter into existing
context inference methods [18, 33] is a promising avenue for future work. A final limitation of our
Adapter is its longer wall-clock training time compared to other methods (given the same training
timesteps and a similar number of parameters). This is likely caused by the hypernetwork that we
use. However, we did not utilise strategies such as caching the generated weights for a particular
context (which would be possible since context remains constant for an episode), or more effectively
batching the forward passes through the Adapter which could ameliorate this issue in practice.

Beyond addressing these limitations, there are several logical directions for future work. First, we
only consider state and context features to be numerical vectors; therefore, extending our approach
to different modalities—for instance, image observations and natural language context—would be
a natural extension. In principle, our Adapter model could be directly applied in this setting without
any fundamental modifications. One option would be to explore adding the hypernetwork directly
into the modality-specific model (e.g., a convolutional neural network in the case of images), and the
alternative would be to integrate the adapter module in the final (fully-connected) layers of the RL
policy. Second, while we focused on the problem of zero-shot generalisation, our approach may also
be suitable for efficient few-shot learning. In particular, adapters in NLP are often added to a large
pre-trained model and then fine-tuned while freezing the primary model [76]. Using the Decision
Adapter in this paradigm is a promising direction for future work, especially in cases where the
difference between training and testing is so large that we cannot expect effective zero-shot generali-
sation. Combining our work with fine-tuning-based [91–93] or meta-learning [36, 60, 68, 69, 94–96]
approaches, which generally focus more on this case, could likewise be promising.

9 Conclusion

In this work, we consider the problem of generalising to new transition dynamics. We first illustrate
that for some classes of problems, a context-unaware policy cannot perform well over the entire
problem space—necessitating the use of context. We next turned our attention to how context should
best be incorporated, introducing the Decision Adapter—a method that generates the weights of an
adapter module based on the context. When context is necessary, our Decision Adapter outperforms
all of our baselines, including the prevalent Concat model. Next, when there are some irrelevant
context variables that change between training and testing, the Concat and cGate models fail to
generalise, whereas our Decision Adapter performs well. This result holds in several domains,
including the more complex Ant. Furthermore, our Adapter is theoretically more powerful and
empirically more effective than cGate, showing that our hypernetwork-based perspective is useful
when dealing with context. Ultimately, we find that the Decision Adapter is a natural, and robust,
approach to reliably incorporate context into RL, in a factored way. This appears to be of particular
benefit when there are several irrelevant context variables, for instance, in real-world settings [97].
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Appendix

A Formalising the Theoretical Foundations

In this section, we more formally consider our theoretical results from Section 4. We first define
our problem formulation in Assumption A.1, then state the theorem in Theorem A.5. Finally, we
prove the theorem at the end of this section.

Assumption A.1. (Problem Formulation): Suppose we have a CMDP where S,A ⊆ Rd and γ ∈
(0, 1). The context c ∈ Rd defines a goal location, with a reward function Rc(s, a, s

′) = 1 if ||s′ −
c|| < τ̄ and 0 otherwise. The episode terminates when the reward obtained is 1. Suppose further that
τ̄ = τD, with D ∈ R+ being the distance the agent travels in a single step and τ ∈ Z+ being the num-
ber of steps it takes the agent to traverse a distance of τ̄ . Here τ and D are kept fixed across contexts.

Definition A.2. (Context Averaged Value Function): Denote V̄ π
C (s) = Ec∼C [V

π
c (s)], i.e., the

expected value of the value function of policy π in state s, over all contexts in the set C. Similarly
V̄ ∗
C (s) = Ec∼C [V

∗
c (s)] is the average of the value functions of the optimal policies on each context.

Definition A.3. (Value Function Optimality Ratio): Let 0 ≤ απ
C(s) =

V̄ π
C (s)

V̄ ∗
C (s)

≤ 1 denote how
close the average value function of policy π is to the optimal context-specific value function. We use
the optimality ratio instead of the optimality gap [47] because the optimality gap depends heavily on
the reward scale of the environment, whereas the optimality ratio depends only on the ratios.

Definition A.4. (Minimum Inter-context Distance): Let dmin = minci ̸=cj∈C⌈ ||ci−cj ||
D ⌉ be the

minimum number of steps required to travel between any two context centers.

Theorem A.5. Then, in this problem space, we have the following:

(i) For some set of contexts Cfar with cardinality N , and some state s, all deterministic unaware
policies π will have:

απ
Cfar

(s) =
V̄ π
Cfar

(s)

V̄ ∗
Cfar

(s)
≤ 1

N

1− γNdmin

1− γdmin
(1)

Additionally:

lim
dmin→∞

απ
Cfar

(s) → 1

N
(2)

i.e., as the contexts within Cfar move further away from each other the agent’s performance
scales inversely with the number of contexts.

(ii) For some set, Cclose and all states s, at least one deterministic unaware policy πg will have:

V̄
πg

Cclose
(s)

V̄ ∗
Cclose

(s)
> γτ (3)

regardless of the number of contexts in Cclose.

Proof. (i) Consider a set of contexts Cfar such that for all ci, cj ∈ Cfar, i ̸= j, ||ci − cj || > 4τ̄ .
Consider the state s = 1

N

∑N
i=1 ci, i.e., in the middle of all contexts. Now, suppose the optimal policy

per context would require only β steps to reach the appropriate goal. An unaware policy that reaches
every goal, by contrast, must travel to each context in sequence. If this policy visits c1, c2, . . . , cN , in
order, then the value functions for each context would be:

• V π
c1(s) = γβ · 1 = V ∗

c1(s)

• V π
c2(s) = γβ+⌈ ||c1−c2||

D ⌉

• V π
c3(s) = γβ+⌈ ||c1−c2||

D ⌉+⌈ ||c2−c3||
D ⌉,
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and so on. Let dmin be the number of steps required to move between the two closest distinct contexts
in Cfar. Thus, dmin ≥ 4τ̄−τ̄−τ̄

D = 2τ .6 Then, V π
ci (s) ≤ γβ+(i−1)dmin . Now,

V̄ π
Cfar

(s) = Ec∼Cfar
[V π

c (s)]

=
1

N

N∑
i=1

V π
ci (s)

≤ 1

N

N∑
i=1

γβ+(i−1)dmin

= γβ 1

N

N∑
i=1

γ(i−1)dmin

= γβ 1

N

1− γNdmin

1− γdmin

= V̄ ∗
Cfar

(s)
1

N

1− γNdmin

1− γdmin

Hence, α =
V̄ π
Cfar

(s)

V̄ ∗
Cfar

(s)
≤ 1

N
1−γNdmin

1−γdmin
. Finally, as dmin → ∞, γdmin → 0 and γNdmin → 0. Hence,

limN→∞ α = 1
N .

(ii) Consider a set of contexts Cclose such that for all ci, cj ∈ Cclose, ||ci−cj || < τ̄ . Then, consider an
unaware policy that always travels to the joint intersection point of these contexts. This intersection
point is at most τ̄ away from the closest context to the agent, therefore the agent will perform at most
τ unnecessary steps compared to the optimal policy. Hence, its value function has a lower bound of
V ∗
ci(s)γ

τ , and we have
V ∗
ci(s) ≥ V π

ci (s) ≥ V ∗
ci(s)γ

τ

Therefore,

V̄ π
Cclose

(s) = Ec∼Cclose
[V π

c (s)]

≥ Ec∼Cclose
[V ∗

c (s)γ
τ ]

= γτEc∼Cclose
[V ∗

c (s)]

= γτ V̄ ∗
Cclose

(s)

And we have:
V̄ π
Cclose

(s)

V̄ ∗
Cclose

(s)
≥ γτ

B Linking Theory and Practice

The formulation in Assumption A.1 has consistent dynamics and context-dependent rewards (as
the context defines the goal location, and the transition dynamics do not depend on the context). This
is in contrast to the problem we aim to study, which has consistent rewards, but context-dependent
dynamics; however, we can show that for the environment considered in Appendix A, these two
are equivalent.

We can obtain the context-dependent dynamics formulation under the assumptions in Section 2, i.e.,
that only the transition dynamics change, as follows. Suppose the context defines a rotation matrix
Ci ∈ Rd×d, with dynamics equation T (s, a) = s′ = s+Cia and initial state s0 = 0. Here the goal is
a fixed location g ∈ Rd. The episode would terminate with a reward of 1 if ||s′−g|| < τ̄ . We can then
perform a coordinate transform to obtain C−1

i s′ = C−1
i s+ a. The goal would then depend on the

context gci = C−1
i g and the effect of an action in this new space would be consistent across contexts.

6This is because, while the centers of the circles ci and cj are further than 4τ̄ apart, their closest edges are
only at least 2τ̄ apart.
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In essence, we change the reference frame to be that of the agent, leading to separate goal locations
for each context, but consistent dynamics—corresponding to the problem in Assumption A.1.

In the remainder of this section, we link our theoretical and empirical results, showing that the ODE
(for some context distributions) is an example of a non-overlapping environment, while in CartPole,
an unaware policy can perform well.

B.1 ODE

Here we show that, in the ODE domain, the Unaware model can either perform well or poorly,
depending on the context set it is evaluated on. In particular, we train models on context sets CA

train =
{1, 5} and CB

train = {−5,−1, 1, 5} and evaluate on CA
test = [0, 10] and CB

test = [−10, 10]. These
results are shown in Fig. 7. When only considering the positive contexts (left), the Unaware model
performs only slightly worse than the Concat model. This corresponds to case (ii) in Theorem A.5,
where the contexts are similar enough for a single policy to perform well. However, when considering
both positive and negative contexts (right), the Unaware model fails completely, and performs much
worse than the context-aware ones. This is because, in the ODE domain, positive and negative
contexts cannot be solved using the same action. This corresponds to case (i) in Theorem A.5, where
making progress on one context results in negative progress on another.
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Figure 7: Here we show results in the ODE domain. On the left, we train on {1, 5} and evaluate on
[0, 10]. On the right, we consider both negative and positive contexts, training on {−5,−1, 1, 5} and
evaluating on [−10, 10]. The Unaware model performs much better when only considering positive
contexts, even though the context-aware models still outperform it.

B.2 CartPole

We now investigate CartPole. In particular, we vary only the pole length, and consider the training con-
texts as {1, 4, 6}, with the evaluation contexts being 301 equally-spaced points between 0.1 and 10.

These results are shown in Fig. 8. While the Unaware model can achieve comparable generalisation
performance to the context-informed models, it takes significantly longer to do so. In particular, to
obtain an average reward above 400, the Unaware model must train for more than 600k steps, whereas
cGate, Concat and our Adapter reach this threshold before 100k steps. This shows that, while context
is not necessary in this domain, incorporating it may be beneficial and can lead to much more sample-
efficient generalisation compared to the Unaware model. This is particularly relevant when training
on multiple training contexts, which seems to cause interference for the Unaware model. The context-
aware approaches, however, are not as susceptible to this problem, as they are able to distinguish
experience from different contexts. Furthermore, most of the context-aware models perform similarly
in this case. In particular, our Adapter, Concat and cGate converge rapidly, while FLAP converges
slightly slower, but achieves comparable generalisation performance at the end of training.
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Figure 8: Showing the average evaluation reward as we increase training time for CartPole. Mean
performance over seeds is shown and standard deviation is shaded.
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Figure 9: Mass vs. Distance Travelled (proportional to reward), at the end of training for the Ant
domain. Red lines are the training contexts. Mean performance is shown, with standard deviation
over 16 seeds shaded.

B.3 Ant

Here we consider the Ant domain, and vary the mass, without any distractor variables. As seen in
Fig. 9, the Unaware model performs worse than the context-aware ones. This performance gap is due
to the Unaware model being unable to simultaneously perform well on light and heavy masses, as
seen in Fig. 9. In contrast, by utilising context, the agent can perform well in both settings despite
their significant differences.

C cGate as a Special Case of the Decision Adapter

As discussed in Section 5, here we show that our architecture is, in fact, a generalisation of another
network architecture introduced by prior work. Benjamins et al. [13] introduce cGate, which obtains
an action as follows. It first calculates ϕ(s) ∈ Rd using the state encoder ϕ and g(c) ∈ Rd using the
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context encoder g. Then, it calculates features h = cGate(s, c) = ϕ(s) ⊙ g(c), with ⊙ being the
elementwise product. The action is obtained as a = f(h), where f : Rd → A is the learned policy.
Here, both the state encoder ϕ and the context encoder g correspond to neural networks that each
output a d-dimensional vector.

This approach is a specific instantiation of our general adapter architecture, where we have one
adapter module A = Ai. In particular, the state encoder ϕ corresponds to the partial neural network
before our adapter module, i.e., layers L1, L2, . . . , Li−1. The policy f corresponds to the layers after
our adapter module, Li, Li+1, . . . , Ln. Thus, we have that ϕ(s) = Li−1(xi−1) and f(h) = Ln(xn).
If we define our adapter network A(ϕ(s)|c) = ϕ(s)⊙ g(c), we can recover the same result as cGate.
This would be possible if we let our adapter consist of one layer without a nonlinearity or a bias
vector, with its weight matrix being set to W = H(c) = diag(g(c)). This would result in

A(ϕ(s)|c) = Wϕ(s) = diag(g(c))ϕ(s) = g(c)⊙ ϕ(s) = cGate(s, c),

where we have used the fact that, for two vectors a, b ∈ Rd, the matrix multiplication diag(a)b is the
same as the elementwise product a⊙ b. This output vector is then passed to the policy network f .
Our approach, however, is strictly more powerful than a single elementwise product, as our adapter
can be an entire nonlinear neural network.

D Experimental Details

D.1 Environments

This section contains more details about the experimental setup of our environments.

D.1.1 Context Normalisation

Before we pass the ground truth context to the models, we first normalise them to a range between 0
and 1. In particular, for each context dimension i, we calculate the context to be given to the agents
cnorm,i as

cnorm,i =
ci

maxi
,

where maxi is the largest value for dimension i in the training context set. This results in the largest
training contexts having values of 1.0. During evaluation, we perform the same normalisation, so
contexts outside the convex hull of the training set will potentially result in values larger than 1.0.

D.1.2 ODE

During training, for each context, we cycle between starting states, with each episode taking a new
starting state from the set {1.0, 0.5,−0.5,−1.0}. Thus, the agent trains on the first context for 4
episodes, each with a different initial state. Then it goes on to the second context, and so on. When we
reach the end of the context list, we simply start at the first context again. We do this to ensure training
is comparable for each method, and that there is sufficient diversity in the initial state distribution.
During evaluation, we fix the starting state at x0 = 1.0 to isolate the effect of context.

D.1.3 CartPole

Table 1 illustrates the context variables we use in CartPole. While we consider all five variables as
the context, we varied only the pole length for our experiments. The value for each state variable at
the start of the episode is randomly sampled from the interval [−0.05, 0.05].

Table 1: The five context variables and their default values.
Name Symbol Default Value

Gravity g 9.80
Cart Mass mc 1.00
Pole Mass mp 0.10
Pole Length l 0.50
Force Magnitude F̃ 10.00
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D.2 Hyperparameters

We use ReLU for all activation functions. We also aim to have an equal number of learnable parameters
for each method and adjust the number of hidden nodes to achieve this.

We use Soft-Actor-Critic [39, SAC] for all methods, to isolate and fairly compare the network
architectures. We use the high-performing and standard implementation of SAC from the CleanRL
library [98] with neural networks being written in PyTorch [99]. We use the default hyperparameters,
which are listed in Table 2. SAC learns both an actor and a critic. The actor takes as input the
state and outputs µ and log(σ), which are used to construct the probability distribution over actions
N (µ, σ) which is sampled from to obtain an action. The critic receives the performed action a as
well as the state s, and outputs a single number, representing the approximate action-value q̂(s, a).
Fig. 10 illustrates each baseline.

Table 2: The default hyperparameters we use in the CleanRL implementation.
Name Value

Buffer Size 1 000 000
γ 0.99
τ 0.005
Batch Size 256
Exploration Noise 0.1
First Learning Timestep 5000
Policy Learning Rate 0.0003
Critic Learning Rate 0.001
Policy Update Frequency 2
Target Network Update Frequency 1
Noise Clip 0.5
Automatically Tune Entropy Yes

D.3 Adapter Configuration and Design Decisions

Now, our method provides a great degree of flexibility in terms of configuration, and we must make
multiple design decisions to obtain a usable instantiation of the Decision Adapter. In this section,
we briefly detail the default settings we use and justify why these are reasonable. We empirically
investigate the merits of these choices and compare them against alternative options in Appendix E.

D.3.1 Bottleneck Architecture

We use a bottleneck architecture in our generated adapter modules, as described by Houlsby et al.
[76]. In essence, we have a down-projection layer that transforms features from di-dimensional to
p-dimensional, with p < di. Then, the second layer up-projects this back to a di-dimensional vector.

The bottleneck architecture is beneficial for two reasons. Firstly, it reduces the number of required
parameters in our adapter model. For instance, if we have two layers in this bottleneck architecture,
the number of parameters would differ substantially compared to one layer that transforms the
di-dimensional features to di dimensions. In the first case, the number of parameters would be on
the order of O(di × p + p × di), corresponding to a di × p matrix for the down-projection and a
p× di matrix for the up-projection.7 If we only have one layer, then we have a single di × di matrix.
Thus, the bottleneck requires O(pdi) parameters, whereas the single layer requires O(d2i ). If we, for
example, have di = 256 and p = 32, the bottleneck architecture has four times fewer parameters
than the single layer. This, in turn, makes it easier for the adapter hypernetwork to generate useful
weights.

Secondly, the bottleneck architecture imparts a low-rank inductive bias on the adapter, which may
prevent it from overfitting [100]. This idea is related to prior work that has shown that, counterintu-
itively, reducing the capacity of the agent’s neural network can improve generalisation and reduce

7The bias vectors correspond to an additional p+ di parameters, but we omit this term as it is dominated by
the number of parameters in the weight matrices.
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Figure 10: Illustrating the architectures of each of our baselines. Here we consider the actor’s
architecture, with two separate output heads, one predicting the mean action a and the other predicting
the log of the standard deviation (denoted as σ in this figure). In each plot, the blue nodes represent
the state inputs whereas the green one represents the context. In general, for the bottom row, the
network architectures for the context and state encoders are not necessarily the same.

overfitting [101–103]. Although our approach does not incorporate information-bottleneck losses
like these methods, the observed benefits of reduced capacity provide additional intuition for utilising
the bottleneck architecture. Finally, despite any possible information loss due to the bottleneck layer,
the skip connection allows the network to retain any important information from the input.

D.4 Compute

For compute, we used an internal cluster consisting of nodes with NVIDIA RTX 3090 GPUs. For a
single experiment and a single method, the runs took between 1 and 3 days to complete all seeds.

E Adapter Ablations

Here we experimentally justify some of the adapter-specific design decisions we made for our
empirical results. The experiments in this section also give us insight into how robust the Decision
Adapter is to changing its configuration options. We investigate the effects of the following factors,
with our conclusions listed in bold.

• The network architecture of the Adapter module. We find that Most adapter architectures
perform well. This result is expanded upon in Appendix E.1.

• Whether the hypernetwork uses chunking. Hypernetwork chunking outperforms non-
chunking methods while using significantly fewer parameters (Appendix E.2).

• Using a skip connection. The Decision Adapter can perform well with or without a skip
connection (Appendix E.3).

24



• The location of the adapter module in the main network. Most locations lead to high
performance, except if the adapter is at the very start or very end of the network
(Appendix E.4).

• Having an activation function before the adapter. Not having an activation function before
the adapter in the actor model outperforms the alternatives (Appendix E.5).

For this entire section, we consider the ODE environment and follow the same procedure as in
Section 7.1. We use the ODE due to its fast training, and the fact that context is necessary, which
enables us to determine if a particular design choice of the Adapter results in poor use of the context.

E.1 Adapter Architecture

Here we examine the effects of changing the Adapter module’s network architecture. We are interested
in how the architecture impacts performance for two reasons. First, we wish to empirically justify
our bottleneck architecture. Second, we wish to show that the Adapter performs well with a wide
variety of network architectures, and is not particularly sensitive to this choice.
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Figure 11: Evaluating the effect of different adapter architectures. Mean performance is shown, with
standard deviation shaded.

As discussed in Appendix D.3, we use a bottleneck architecture of size 32. Thus, the 256-dimensional
features are transformed into 32-dimensional features and then projected back to 256 dimensions.
We denote this architecture as [32], since the adapter has a single hidden layer of 32 neurons. Fig. 11
illustrates the performance for various other adapter architectures. Most methods perform comparably,
but using 8 hidden nodes or not having any hidden layers performs slightly worse than the base
architecture. A large hidden layer of 256 nodes also does not outperform our bottleneck architecture.
Finally, there is no particular benefit to having multiple layers in the adapter module.

E.2 Hypernetwork Chunking

Next, we compare our default architecture choice, which uses hypernetwork chunking, against
non-chunking settings. We do this because hypernetwork chunking allows us to have significantly
fewer learnable parameters (resulting in faster training) compared to the alternative of predicting the
entire weight vector in one forward pass. Thus, if our approach performs comparably or better than
non-chunking settings, then the chunking architecture is justified.
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Figure 12: Comparing hypernetwork chunking (Base) compared to various non-chunking configura-
tions as well as using larger chunks (Chunked[66, 66]). Mean performance is shown, with standard
deviation shaded. Here, the values in the brackets represent the number of hidden nodes per layer,
with [ ] corresponding to a hypernetwork that has no hidden layers.

We consider a non-chunking hypernetwork architecture of no hidden layers, as well as 2 and 3 hidden
layers of size 100, respectively. Our final option is a chunked hypernetwork, with chunks of size
660, and two hidden layers of size 66 each (this is roughly twice as large as our default configuration
option discussed in Appendix D.3). These results are shown in Fig. 12. We find that both chunking
configurations perform the best. The non-chunking approaches perform slightly worse, particularly if
the hypernetwork has no hidden layers.

These non-chunking configurations also have significantly more learnable parameters than the default.
For instance, the base setting results in the actor’s hypernetwork having around 16k parameters,
whereas the [100, 100], non-chunking setting corresponds to roughly 1.7M parameters. In summary,
by using hypernetwork chunking, we can obtain high performance while using a very small number
of learnable parameters.

E.3 Skip Connection

Here we investigate whether a skip connection is beneficial or not. As mentioned in Section 5,
the skip connection sets the updated x as x = A(x) + x, whereas if we remove it, the function
becomes just x = A(x). In Fig. 13, we can see that using a skip connection performs similarly to the
alternative. This shows that the Decision Adapter is robust to this parameter, and can perform well
with or without a skip connection.
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Figure 13: Evaluating the effect of using a skip connection. Mean performance is shown, with
standard deviation shaded.
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Figure 14: Showing the base network architecture, with letters indicating adapter positions. For
instance, an adapter placed at location (D) receives the action as input and returns a modified one.

E.4 Adapter Location

We next examine the effects of changing the location of the adapter module in our network, and what
happens if we have multiple modules. This information would be useful when using our method in
practice, and deciding where and how many modules to place. There are generally many options
regarding the location, as an adapter module can be placed between any two layers of the primary
network.

As described in Section 5, our actor network consists of a “trunk”, containing one hidden layer, which
maps the state to a 256-dimensional feature vector, and a one-layer action head, directly mapping the
trunk features to an action. Here we consider the following locations for the adapter in both the actor
and critic networks:

Base The standard adapter used in the rest of this chapter, which is placed before the action head’s
layer. In the critic, the adapter is placed before the last layer. This corresponds to location
(C) in Fig. 14.

BaseF Placing the adapter in the actor network before the final layer of the trunk, leaving the critic
unchanged (location B).

Start The adapter here is at the start of both networks, i.e., the adapter module receives the state as
input (location A).

End Here, we place the adapter at the very end. Thus, the adapter takes in the predicted action and
outputs a modified one. The critic’s adapter is also placed at the end. This corresponds to
location (D) in Fig. 14.

AllF Three adapter modules, one at the start of the trunk, one before and one after its final layer. The
critic also has three adapters, one at the start, one before the last layer and one after the last
layer. The actor has adapters in locations (A), (B) and (C).

In all cases, to ensure comparability against the base model, there is no activation function after the
trunk in the actor model. These results are illustrated in Fig. 15. Overall, the base model performs the
best. The adapter in the trunk performs slightly worse and the performance is quite poor if we put the
adapter modules at the start of the networks. If we have three adapter modules, the performance is
similar to only having one before the final layer. Finally, when adapting only the final action, the
performance is also poor. Overall, the performance is low if we have the adapter only at the very
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start or end of the network. Within a range of locations in the “middle” of the network, however, the
performance is high and only slightly worse than the default setting.
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Figure 15: Evaluating the effect of the adapter module’s location. Mean performance is shown, with
standard deviation shaded.

E.5 Activation Function Before Adapter

Our final ablation considers the benefits of not having an activation function before the adapter
module inside the actor network. We perform this experiment to determine if our choice of not having
an activation function before the adapter in the actor is justified, and if it is necessary to do the same
for the critic.
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Figure 16: Comparing the effect of having an activation function before the adapter vs. not. The blue,
green and red lines alter the actor’s architecture, whereas orange changes the critic. Blue corresponds
to the base choice outlined in Appendix D.3. Mean performance is shown, with standard deviation
shaded.

Here we consider four options: (1) not having an activation function after the trunk; (2) having one;
(3) having an activation function after the trunk, but only for the standard deviation head; and (4)
not having an activation before the adapter in the critic. Option (1) corresponds to the default choice.
These results are shown in Fig. 16. Not having an activation function outperforms having one, and
having an activation for only the standard deviation head is similar to not having one. Thus, not
having an activation function before the adapter inside the critic network performs as well as the base
option, which has this activation. Overall, this result justifies our design choice by showing that it
performs comparably to or better than the alternatives.
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F Additional Results

This section contains some additional results that we refer to in the main text.

F.1 Single Dimension Interpolation, Train & Extrapolation

See Fig. 17 for the performance of each model on the ODE on the particular context sets, Interpolation,
Training and Extrapolation. These plots therefore correspond to subsets of the evaluation range in the
left pane of Fig. 3.
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Figure 17: Showing the performance of each method in three different evaluation regimes, (left) the
training contexts, (center) interpolation and (right) extrapolation. Mean performance is shown, with
standard deviation shaded.

F.2 Multiple Dimension Heatmaps

Fig. 18 illustrates the granular performance of each method in the ODE domain, corresponding to
the right pane of Fig. 3. Our Decision Adapter outperforms all baselines and, as can be seen in
Figs. 18a and 18b, generalises further away from the training contexts than the Concat model. In
particular, these heatmaps show that both models perform well on the training contexts (the blue
squares). However, the Adapter generalises much better, especially to contexts far outside the training
range. For example, when |c1| ∈ [8, 10] (corresponding to the far left and far right of the heatmaps),
the Adapter’s rewards are higher than the Concat model’s. The Adapter obtains between 50 and 150
more reward than the Concat model – which is a substantial difference, as the maximum reward in
this environment is 200. This region of context-space is far outside of the convex hull of the training
range, which contains values of |c1| only up to 5.0. Closer to the training range; for instance, around
the boundary of the green square, the Adapter still outperforms the Concat model, but the difference
is less pronounced.

FLAP and cGate perform poorly, even though they obtain near-perfect rewards on the training
contexts. There may be several reasons for this. First, here we train on 16 relatively sparsely
distributed contexts, with 300k steps in total, resulting in fewer episodes in each context compared to
Section 7.1. Second, with two dimensions, the interpolation range makes up a smaller proportion
of the evaluation range compared to the one-dimensional case. This is because, in one dimension,
the range [−5, 5] makes up half of the [−10, 10] evaluation range. In two dimensions, however,
the interpolation range makes up only a quarter of the evaluation set. Thus, the overall average
performance in Fig. 3 is more skewed towards extrapolation. This, coupled with the fact that
both cGate and FLAP perform poorly on extrapolation (Fig. 17, right), may explain why they
underperform in this case. Lastly, it is generally easier to generalise in the one-dimensional ODE, as
the optimal action depends mainly on the signs of the context and state variables. By contrast, the
multidimensional case is more difficult, as the dynamics equation includes a nonlinear action term.
This is also why, for instance, our Decision Adapter performs worse in this case (around 160 overall
evaluation reward) compared to the one-dimensional ODE (around 190).
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(d) FLAP

Figure 18: Multidimensional contexts in the ODE domain for (a) Concat, (b) Adapter, (c) cGate
and (d) FLAP. Heatmap Performance for (a) cGate and (b) FLAP. Each cell represents the reward
obtained when evaluated in the corresponding context, averaged over 16 seeds. The blue squares
indicate the specific training contexts, whereas the green square represents the convex hull of training
contexts. For the heatmaps, the last rows and columns, labelled avg, represent the average reward
over the particular column or row, respectively.

F.3 Additional Baselines

We consider two ablations as additional baselines. The first, called AdapterNoHnet, is based on our
adapter module, but there is no hypernetwork involved. The adapter’s architecture and location are
the same, but it is now a single MLP that takes in the concatenation of the state-based features and
the raw context (as the model has to be context-conditioned, and must also process the state-based
features). The second baseline, termed cGateEveryLayer, uses the same elementwise operation as
cGate, but this happens at every hidden layer except at only one. Fig. 19 illustrate these results on
the 1D and 2D ODE domains respectively, with the Adapter, Concat and cGate models there for
reference. Overall, cGateEveryLayer does not outperform cGate, and AdapterNoHnet performs
much worse than our hypernetwork-based adapter.
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Figure 19: The performance on the 1D and 2D ODE domains (i.e., similar to Fig. 3) of the additional
baselines. The mean and standard deviation over 16 seeds are shown.

F.4 AER Metric

Fig. 20 illustrates the difference between using the AER metric as defined in Section 6.1 (correspond-
ing to Fig. 20a) and only considering the testing contexts (corresponding to Fig. 20b). Overall, the
performance of each model is very similar; this is because the training contexts make up a small
proportion of the entire evaluation range.
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(b) Only Testing Contexts.

Figure 20: Comparing (a) averaging performance over all contexts and (b) restricting the AER metric
to only unseen testing contexts.

F.5 Distractors

The ODE domain displays similar distractor results to our other environments (see Section 7.2). In
particular, Fig. 21 shows that the Adapter is robust to adding more irrelevant distractor variables,
whereas Concat and cGate are not.
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Figure 21: Showing the sensitivity of the (left) Concat, (middle) Adapter and (right) cGate models
to fixed distractor context variables on the ODE. The mean and standard deviation over 16 seeds are
shown.

F.6 Gaussian Distractor Experiments

This section expands upon the results in Section 7.2 and contains additional results where the distractor
variables are not fixed.
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F.6.1 Difference between training and testing

Fig. 5 contains the results on CartPole, and the ODE results are shown in Fig. 22. For both domains,
the conclusion is similar in that the Adapter is still more robust to changing distractor variables
compared to either Concat or cGate.
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Figure 22: The Gaussian distractor variable results. This corresponds to using a mean of 1 during
training and a mean of 0 during testing. We use a consistent σ = 0.2. These results are for the ODE
domain, showing the mean and standard over 16 seeds.

F.6.2 Keeping the training and testing distractor distributions the same

Next, we consider a similar case, but the means of the Gaussians are the same across training
and testing. Overall, the results for the ODE and CartPole (with a mean of 0 during both training
and testing) are shown in Fig. 23. For the ODE, while the Adapter is insensitive to adding more
distractor dimensions, both cGate and the Concat perform worse as we add more irrelevant distractor
dimensions to the context. However, the difference is much less pronounced than in the case where
the means are different between training and testing. Surprisingly, in the ODE, cGate performs
slightly better with 20 distractor variables than with 0. These variables may effectively act as an
additional, noisy, bias term that the model can utilise. For CartPole, the Concat and cGate models
perform much worse with 100 distractor dimensions compared to none. The Adapter displays some
noise, indicating that some seeds performed poorly while others performed well. This is similar to
the results we observed in Appendix G.1—too much noise leads to unstable training.

Finally, we consider using a mean of 1 during both training and testing in Fig. 24. For the ODE, each
model performs similarly regardless of the number of distractor variables. In CartPole there is not a
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Figure 23: The Gaussian distractor variable results, using a consistent mean of 0 during training and
testing, with σ = 0.2. These results are for the (top) ODE and (bottom) CartPole domains, showing
the mean and standard over 16 seeds.
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Figure 24: The Gaussian distractor variable results, using a consistent mean of 1 during training and
testing, with σ = 0.2. These results are for the (top) ODE and (bottom) CartPole domains, showing
the mean and standard over 16 seeds.

large difference between the various models when the mean of the distractor variables is 1 during
both training and testing.

F.6.3 Summary

Overall, The Adapter is significantly less susceptible to overfitting to irrelevant distractors compared
to the Concat model and cGate. However, if these distractors remain the same during training and
testing (which may not be particularly likely), it matters less whether the model overfits or not, and
all models are less affected by adding more distractors.

G Limitations

This section expands upon the limitations of our approach, outlined in Section 8.

G.1 Noisy Contexts

Now, while we use the ground truth context to isolate the effect of the network architecture on
generalisation performance, this is not always available [12, 18]. A common approach is to learn
a context encoder that uses experience in the environment to infer an approximation to the context,
which is then used to act [18, 87]. This encoded context, however, may not always be entirely
accurate. Thus, in this experiment, we examine how sensitive each context-aware model is to
receiving noisy contexts during evaluation. We consider two cases; the first is where the models
received the uncorrupted context during training, and the second is where the models also encountered
noise during training. The first case could reasonably occur in reality, since we may have access to
the ground truth context during training, but not evaluation [14]. The second case, where we train
with noise, could correspond to training the RL policy alongside the context encoder, leading to
some noise during training. This case additionally allows us to examine whether training with noise
increases the models’ robustness to context noise during evaluation.

We take the models trained during the primary CartPole experiments, in Appendix B.2, where we
varied the pole length. We use the model checkpoints that were trained for 600k timesteps, as both
the Concat and Adapter models did not improve much by training for longer than this (see Fig. 8).
The noise we add here, corresponding to normally distributed noise with varying standard deviations,
was added to each context dimension instead of just the one representing pole length. We experiment
with a standard deviation σ ∈ {0, 0.05, 0.1, 0.2, 0.5, 1}. The noise was added after normalising the
contexts such that the largest training context had a value of 1.0. Thus, a standard deviation of
1.0 represents a substantial amount of noise. In addition to the models trained without noise, we
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additionally train models that encountered noise during training. In particular, we consider standard
deviations σ ∈ {0.1, 0.5}, and change no other aspect of training.

The results are illustrated in Fig. 25. The left pane shows the performance of the models trained
without noise. Overall, these results show that the Concat model is more susceptible to noisy contexts
than our Adapter, bolstering the argument that treating context as a state dimension is not ideal [13].
Both models, however, generalise worse as the context becomes more inaccurate. This is in contrast
to the Unaware model, which performs equally well regardless of the level of context noise. The
Adapter still outperforms the Unaware model until the noise level reaches around σ = 0.5. This noise
level, however, is very large, and σ = 0.5 corresponds to a pole length of 3 meters. The default pole
length is 0.5 meters, and the largest training length is 6 meters.

When training with a small amount of noise (Fig. 25, middle) both models perform similarly to
training without noise. However, when training with a large amount of noise, corresponding to the
right pane of Fig. 25, the Concat model becomes more robust to noisy contexts, but the Adapter
performs worse. In particular, the Adapter model exhibits a large amount of variation across seeds,
indicating that some seeds performed badly. On average, the Adapter performs similarly to the
Unaware model until the level of context noise increases beyond the training noise of σ = 0.5.
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Figure 25: Comparing the average evaluation reward (after 600k steps) as a function of the standard
deviation σ of the Gaussian noise added to the context during evaluation. In the left pane, the models
trained without noise are shown. The middle pane corresponds to training with σ = 0.1 and the
right pane shows the results when training with σ = 0.5. Mean performance is shown, with standard
deviation over 16 seeds shaded.

G.2 Suboptimal Context Normalisations

G.2.1 ODE

As discussed in the main text, we first normalise the context before passing it to the agents. This
is generally done by using the largest absolute value encountered during training. For instance, for
the one-dimensional ODE experiment, we used cnorm = c−0

5 as the normalisation function. Here
we determine how sensitive the Decision Adapter is to changes in this procedure. This is useful as
we may often need to choose the normalisation factor without knowing exactly which variations we
will encounter during evaluation. To do this, we run four additional experiments, with normalisation
values of 0.1, 1.0, 2.0 and 15.0, respectively. We train the agents for only 300k steps, as after training
for this number of steps, most models performed similarly to their final performance. The results
are shown in Fig. 26, and we can see that the Concat and Adapter models are both robust to the
normalisation value. Our Decision Adapter loses less performance than the Concat model as we
change the normalisation value. Despite losing some performance as the context normalisation value
increases, both context-aware models still outperform the Unaware model.

G.2.2 CartPole

We now consider a similar setup in CartPole. In particular, we train on a Pole Mass of 0.1. We choose
this variable as some of our experiments showed that the Unaware model generalises equally well
regardless of the training contexts. We consider two scenarios: In the first, we normalise with respect
to the Small setting (i.e. cnorm = c

0.01 ). Thus, during training, the normalised context had a value
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Figure 26: Showing the overall performance (y-axis) of each context-aware model after 300k steps
as we change the context normalisation value (x-axis). Mean performance is shown, with standard
deviation shaded.
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Figure 27: Performance when evaluating on changing Pole Mass when normalising with respect to
(left) Mass = 0.01 and (right) Mass = 1.0. In both plots, the models trained on Mass = 0.01. Mean
performance is shown, with standard deviation shaded.

of 1.0; during evaluation, it was nearly always larger than 1.0. In the second case, we normalise
with respect to the X-Large setting (corresponding to cnorm = c

1 ). We trained on the Small pole
length for both settings. Fig. 27 shows the results for this experiment. When normalising with
respect to the Small setting, the Concat model fails to generalise at all, and the Adapter performs
worse than Unaware. When changing the normalisation, however, the context-aware models perform
significantly better.

G.2.3 Summary

Thus, the Decision Adapter is relatively robust to small changes in context normalisations. However,
when encountering evaluation contexts that are 100 times larger than during training, appropriate
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normalisation is crucial and can make a drastic difference – even when training on the exact same
contexts. As seen in the ODE, having a normalisation value that is slightly too large does not cause
significant performance penalties. Thus, normalising the contexts with a larger value than expected
during training is a good heuristic.

G.3 Narrow Context Range

We next consider the effect of changing the set of training contexts. Here we aim to briefly illustrate
that the training context range can have a large effect on the performance of the agents. In particular,
we consider the ODE domain and 8 separate sets of training contexts. In all of these cases, we keep
the normalisation consistent at cnorm = c

5 to ensure comparability. The results when training on
each context set are shown in Fig. 28. Overall, when we have a single positive and negative training
context, performance is poor when this context is very small (a), and increases as it becomes larger (d
and f). When we have multiple contexts, but insufficient variation (b, c, e), then performance is also
suboptimal. For instance, in (b), the training contexts cover only the small region [−1, 1]. In (c), the
training set of contexts does not contain any negative contexts, leading to poor generalisation. Finally,
if contexts are varied, but spread out too far (g), the performance also suffers.
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Figure 28: Here we examine the performance when training on different sets of contexts. The text
beneath each plot indicates the training context set, with ±c indicating that both c and −c are in the
context set. For instance, in (a), the models were trained on a context set of Ctrain = {−0.1, 0.1}.
Mean performance is shown, with standard deviation shaded.

G.3.1 Overfitting

Another potential issue we may encounter is overfitting, which can occur when the training range is
not diverse enough. To illustrate this problem, we conduct an experiment in the multidimensional
ODE setting using the following set of training contexts:

{(1, 1), (1,−1), (1, 0), (−1, 1), (−1,−1), (−1, 0), (0, 1), (0,−1)}

The results, presented in Fig. 29, demonstrate that the Decision Adapter performs well initially but
its generalisation performance suffers as training progresses. Specifically, as shown in Fig. 29b
and Fig. 29c, our model exhibits worse extrapolation performance due to overfitting on the narrow
training contexts.
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Figure 29: Showing (a) the overall performance over time on the entire evaluation range. In (b)
and (c) we show the performance of the Adapter at two points in training. In (a), we plot mean
performance and shade the standard deviation; for (b) and (c), we show only the mean over the seeds.
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