Appendix

A Overview

Dataset and code in LAMM has been open sourced at https://github.com/OpenLAMM/
LAMM. In this Appendix, we present construction pipeline and more examples of our dataset in
Sec. B. Then, Sec. C shows details of benchmark and related evaluation metrics. Sec.D presents
implementation details of our framework. Training a model based on our framework takes about 20
A100 GPU hours. Finally, more examples and results are visualized in Sec. E.

B Dataset

The paper introduces a novel method for constructing instruction tuning data, which represents
an innovative departure from traditional techniques that rely solely on daily dialogue and detailed
description. Instead, our dataset leverages additional factual knowledge extracted from Wikipedia
to improve the quality and diversity of the training data. In addition, we also explore the use of
traditional vision task data, covering common tasks in both 2D and 3D fields, which is converted into
instruction tuning data for training purposes. By combining our new data construction method with
traditional vision task data, we aim to improve the accuracy and effectiveness of instruction-tuned
models in various vision-related applications. Specifically, we delve into the design of 2D and 3D
portion of our dataset in Section B.1 and B.2, respectively. We also outlined the manual approach
for checking the quality of the generated data in Section B.3. Finally, we provide a comprehensive
explanation of the license and social impact information of our dataset in Section B.4.

B.1 Image Instruction Tuning Dataset

C1: n-round Daily Dialogue & C3: 1-round Detailed Description. The first step of our approach
involves incorporating more visual information, such as visual relationships and fine-grained cate-
gories as input to GPT-API, providing dense visual context to the generated responses. To construct
the C1: n-round Daily Dialogue and C3: I-round Detailed Description data, we use the COCO
images [56], similar to the LLaVA [15] approach. However, we further extract object attributes and
relationships from the Visual Genome dataset [57] to emphasize fine-grained and dense information
in the generated responses. Specifically, Our approach leverages image scene graph information to
provide a structured representation of the objects and their relationships within the image. By doing
so, we generated multi-modal dialogue data that enables us to capture the relationships between
objects in the image and generate more accurate and natural language instructions. Figures 6 and 7
display the messages utilized to generate daily dialogue and detailed description data in the GPT-API.
Additionally, Figure 8 provides detailed examples of the generated results for both types of data.

C2: n-round Factual Knowledge Dialogue. In the second step of our approach, we expand the dataset
by incorporating 42K classes of knowledge graph facts from Wikipedia using the Bamboo dataset.
This addition enables MLLMs to generate question-answering data related to factual knowledge,
which is a valuable addition to the dataset. To generate C2: n-round Factual Knowledge Dialogue
data, we utilize the Bamboo dataset and Wikipedia to obtain relevant information, and then use
GPT-API to generate a dialogue based on the given content. Specifically, we extract the QID labels
and their corresponding Wikipedia descriptions from the Bamboo dataset to generate instruction
tuning data. This approach allows us to incorporate common sense knowledge into the dataset,
thereby enhancing the ability of MLLMs to generate responses that draw upon a broader range
of factual knowledge. The messages used to generate factual knowledge data in the GPT-API are
presented in Figure 9, while Figure 10 showcases detailed examples of the factual knowledge data
generated by these messages.

C4: I-round Visual Task Dialogue. In addition to the three types of data discussed earlier, we
also incorporate established computer vision tasks, such as image classification, object detection,
keypoint detection, OCR, and object counting, into our dataset. This enables MLLMs to handle
traditional computer vision tasks and generate responses that incorporate both language and visual
information. The typical computer vision dataset consists of a set of images or videos, along with
their corresponding labels or annotations that represent the desired output of the computer vision task,
such as the class of objects present in the image or the location of an object. However, these discrete
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messages = [{ "You are an Al visual assistant that can analyze a single image. You receive five sentences, each
describing the same image you are observing. In addition, specific object locations within the image are given, along with
detailed coordinates. These coordinates are in the form of bounding boxes, represented as (x1, y1, x2, y2) with floating
numbers ranging from 0 to 1. These values correspond to the top left x, top left y, bottom right x, and bottom right y. It is
worth noting that Attributes and Relationships of different objects are also given.

You need to generate a n-round Daily Dialogue data between two people. The answers should be in a tone that a visual Al
assistant is seeing the image and answering the question. Ask diverse questions and give corresponding answers. Include at
least one plausible question about the image, and provide the answer in detail. To answer such questions, one should
require first understanding the visual content, then based on the background knowledge or reasoning, either explain why
the things are happening that way, or provide guides and help to user's request. Make the question challenging by not
including the visual content details in the question so that the user needs to reason about that first.

Instead of directly mentioning the bounding box coordinates, the captions and relations, utilize those data to explain the
scene using natural language. Include questions asking about the visual content of the image, including the object types,
counting the objects, object actions, object locations, relative positions between objects, etc. Always answer as if you are
directly looking at the image. "}]

for sample in fewshot samples:
messages.append({"role":"user", "content":sample['context’] })
messages.append({"role":"assistant", "content":sample['response’] })

messages.append({"role":"user", "content":"\n' join(query)})

Figure 6: Messages used to construct n-round Daily Dialogue data for image instruction tuning.

messages = [{ "You are an Al visual assistant that can analyze a single image. You receive five sentences, each
describing the same image you are observing. In addition, specific object locations within the image are given, along with
detailed coordinates. These coordinates are in the form of bounding boxes, represented as (x1, y1, x2, y2) with floating
numbers ranging from 0 to 1. These values correspond to the top left x, top left y, bottom right x, and bottom right y. It is
worth noting that Attributes and Relationships of different objects are also given.

You need to generate a I-round Detail Description data. You can use the provided caption, attributes, relationships and
bounding box information to describe the scene in a detailed manner.

Instead of directly mentioning the bounding box coordinates, utilize this data to explain the scene using natural language.
Include details like object counts, position of the objects, relative position between the objects. When using the information
from the caption and coordinates, directly explain the scene, and do not mention that the information source is the caption,
relationships or the bounding box. Always answer as if you are directly looking at the image. You can include multiple
paragraphs if necessary."}]

for sample in fewshot samples:
messages.append({"role":"user", "content":sample['context’] })
messages.append({"role":"assistant", "content":sample['response’] })

messages.append({"role":"user", "content":"\n'.join(query)})

Figure 7: Messages used to construct /-round Detailed Description data for image instruction tuning.

results are not suitable for large language model dialogues, as they do not allow for natural language
interactions. To address this issue, our proposed approach involves converting computer vision tasks,
such as image classification, into natural language dialogues to enable large language models to
perform these tasks through dialogue interactions. In detail, we first use GPT-API to generate a
template pool of questions and answers for each task. Then, we randomly select a pair from the
question template pool and answer template pool to combine with a piece of data from the computer
vision dataset, creating the C4: I-round Visual Task Dialogue data. Figure 27-30 provide some
examples of the dialogues generated using our proposed approach for converting computer vision
tasks into natural language dialogues. This approach allows us to leverage the rich visual information
in traditional computer vision datasets and incorporate it into the instruction tuning process, thereby
enhancing the ability of MLLMs to understand and respond to natural language instructions related
to these tasks.

In summary, the construction of 2D part in our dataset provides a comprehensive and diverse samples
of real-world scenarios, incorporating fine-grained and dense information from object relationships
and factual knowledge sources. The dataset contains 186K unique language-image instruction-
following samples, including 49K in daily dialogues, 49K in detailed descriptions, 42K in factual
Knowledge dialogues, and 46K in visual task dialogues. Our experiments showed that the use of
GPT-API consistently provides higher-quality instruction-following data, such as spatial reasoning.
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Captions: [A clock on a tower with a church steeple and bell. A clock tower has a fenced in bell on top. A very tall clock tower with a
large bell sitting above it. The cross, bell and clock on the tower over a church. There is a tower clock on the wall.]

Objects: bell: rusty, [0.4, 0.23, 0.57, 0.33]. clock: white, black, [0.18, 0.65, 0.77, 0.89]. building: white, tall, rusty, [0.14, 0.09, 0.9, 0.99].
sky: blue, [0.01, 0.0, 1.0, 0.7].

Ca: n-round Daily Dialogue

Instruction: <image> What kind of building has a clock tower in the image?

Response: In the image, there is a church with a clock tower.

Instruction : Is there anything special about the clock tower?

Response : Yes, there is a large, fenced-in bell on top of the clock tower, which makes it unique.
Instruction : What color is the clock on the tower?

Response : The clock on the tower is white with black numerals and hands.

Instruction : Can you describe the appearance of the sky in the image?

Response : The sky in the image is blue.

Instruction : What role might this clock tower and bell play in the local community?

Response : The clock tower and bell might play a significant role in the local community by serving as a landmark and a focal point of
the town or neighborhood. The clock tower, with its large, visible clock face, helps the residents keep track of time and maintain their
daily schedules. In addition, the bell might be used to signal important events, such as religious services, weddings, or funerals. It could
also serve as a reminder of community values and traditions, as well as a symbol of unity and shared history.

C3: 1-round Detailed Description

Instruction : <image> What can you observe in this image?

Response : The image presents a tall, white clock tower that stands out against a clear blue sky. The clock face is prominently visible,
featuring white background and black hands. Above the clock, a fenced-in, rusty bell can be seen, adding an air of history to the tower.
Furthermore, the tower also displays a cross at the top, signifying its connection to a church. The combination of the cross, bell, and
clock creates a striking visual that showcases the tower's architectural and historical significance.

Figure 8: Example of generated n-round daily dialogue and 1-round detailed description data.

messages = [{"You are an Al visual assistant that can analyze a single image. You receive a category label for an image
and its associated English description describing the same image you are looking at. The category information is the
category label of the image you are seeing. In addition, The English description is a detailed semantic information for the
given category.

You need to generate a n-round Factual Knowledge Dialogue data based on the received category lable and its English
description. Please ask questions around the given category information and its corresponding description information, and
don't ask questions that cannot be reasoned based on the given information. Questions and answers should be concise and
effective, with reasoning logic. Answer all questions as you are seeing the image.

The answers should be in a tone that a visual Al assistant is seeing the image and answering the question. Ask diverse
questions and give corresponding answers. Include questions asking about the visual content of the image. Only include
questions that have definite answers: (1) one can see the content in the image that the question asks about and can answer
confidently; (2) one can determine confidently from the image that it is not in the image. Do not ask any question that
cannot be answered confidently. Also include complex questions that are relevant to the content in the image, for example,
asking about background knowledge of the objects in the image, asking to discuss about events happening in the image, etc.
Again, do not ask about uncertain details. Provide detailed answers when answering complex questions. For example, give
detailed examples or reasoning steps to make the content more convincing and well-organized. You can include multiple
paragraphs if necessary "}]

for sample in fewshot samples:
messages.append({"role":"user", "content":sample['context’] })
messages.append({"role": "assxstant”, "content":sample['response’] })
messages.append({"role": ", "content":"\n' join(query)})

non
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Figure 9: Messages used to construct n-round Factual Knowledge Dialogue data for image instruction
tuning.

These features make our dataset a valuable resource for researchers and practitioners working in the
computer vision and natural language processing fields.

B.2 Point Cloud Instruction Tuning Dataset

The construction pipeline of point cloud instruction tuning data is similar to that of image instruction
tuning data. However, due to the limited availability of 3D data, point cloud instruction tuning dataset
only consists of three major components: n-round plain conversation and 1-round detalied description
data from GPT-API and 1-round visual dialogue data converted from datasets for existing 3D vision
tasks.

C1: n-round Daily Dialogue & C3: 1-round Detailed Description. To construct the CI: n-round
Daily Dialogue and C3: I-round Detailed Description data, we choose point clouds from 3RScan [59]
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Category: Women in Belarus.

Description: The modern-day characteristics of women in Belarus evolved from the events that happened in the history of
Belarus, particularly when the "concept of equal rights for women was first developed and substantiated in the late 16th
century". The so-called Grand Duchy Charter of 1588 — one of the most important legal documents in Belarusian history —
protected the dignity of Belarusian women under the law. Women in Belarus and their contribution to Belarusian society is
celebrated annually.

C2: n-round Factual Knowledge Dialogue

Instruction : <image> What significant historical event marked the development of equal
rights for women in Belarus?

Response : The development of equal rights for women in Belarus was significantly
marked by the "Grand Duchy Charter of 1588", one of the most important legal documents
in Belarusian history, which protected the dignity of Belarusian women under the law.
Instruction : When is the contribution of Belarusian women to their society celebrated annually? ~
Response : The contribution of Belarusian women to their society is celebrated annually on the 8th of March, during
International Women's Day.

Instruction : How have the modern-day characteristics of women in Belarus been influenced?

Response : The modern-day characteristics of women in Belarus have been influenced by the events that have occurred in
the history of Belarus, particularly those related to the concept of equal rights for women.

Instruction : Is there a specific legal document that stands out in the history of women's rights in Belarus ?

Response : Yes, the Grand Duchy Charter of 1588 stands out as a significant legal document in the history of women's
rights in Belarus. This charter protected the dignity of Belarusian women under the law.

)[3\

(SED)

Figure 10: The example for constructing n-round Factual Knowledge Dialogue data. The description
is from Wikipedia page.

messages = [{"You are an expert in linguistics. please help me to turn these questions and answer sentences into
declarative sentences, there are many question-and-answer sentences, each will be separated by ***, these is a example:
Are there the same number of sofas and wide sinks? no

*k*

How many objects are tall beds or tall square beds? 1
*Kxk

There is a blue ottoman that is on the left side of the tv stand; is its shape the same as the brown tv stand? yes
*kk

There is a couch that is close by the armchair that is lying on the low white cushion; what is its color? brown
*kk

the results of the two question-answer sentences | hope you return is :

There are not the same number of sofas and wide sinks.

There is 1 object is tall bed or tall square bed.

There is a blue ottoman that is on the left side of the tv stand and its shape is the same as the brown tv stand.
There is a couch that is close by the armchair that is lying on the low white cushion and its color is brown.
Please do not add 'yes or no' word at the first of the response sentence."}]

Figure 11: Message to transfer visual question answering annotations from CLEVR3D [58] to
declarative sentences for 3D data.

as data source and use its original 3D bounding box annotations. Since there is no caption annotation
for 3RScan, we input visual question answering (VQA) annotations from CLEVR3D [58] to GPT-API
and ask it to convert the Q&A data into declarative sentences, which serves as point cloud captions in
further steps. Figure 11 shows the corresponding prompts. Object attributes and relationships are
extracted from scene graph annotation in 3DSSG [60]. Figure 12 and 13 show the prompts to let
GPT-API generate daily dialogue and detailed description data for point clouds. Since full annotation
of a scene point cloud may easily exceed input token limits of GPT-API, we randomly selected 10
captions and keep bounding box and relationships of corresponding objects as input contexts. For
GPT-generated data, We limit the number of turns in each dialogue data to no more than 10, and
any data exceeding this limit will be split into different samples. Figure 14 shows an example of
GPT-generated data.

C4: 1-round Visual Task Dialogue. On the other hand, we also leverage annotations for existing 3D
vision tasks, such as point cloud classification, 3D object detection, and CLEVR3D for 3D VQA.
Similar to 2D datasets, we designed 15 templates for instruction and response by sending definitions
of the corresponding tasks to GPT-API. Then instruction data are formulated by replacing keywords
with corresponding annotations. Templates of 3 tasks involved are presented in Figure 31, 32 and 33,
respectively.
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messages = [{"You are an Al visual assistant that can analyze a single point cloud. You receive five sentences, each describing the same
point cloud you are observing. In addition, specific object locations within the point cloud are given, along with detailed coordinates.
These coordinates are in the form of bounding boxes, represented as (cx, cy, cz, Ix, ly, |z) with floating numbers in unit of meters. These
values correspond to the top X, y, z coordinates of bounding box ceter and length of bounding box along x, y, z axis. It is worth noting
that Attributes and Relationships of different objects are also given.
Generate some questions and answers of the scene in a detailed manner. Instead of directly mentioning the bounding box
coordinates or captions given, you should utilize this data to explain the question using natural language. Include details like the
scenario, object counts, position of the objects, relative position between the objects. When using the information from the caption and
coordinates, directly explain the scene, and do not mention that the information source is the caption, relationships or the bounding
box. Answer questions or descriptions as if you really saw the whole scene, using the tone of seeing the scene to ask questions or
answer. Please ask questions around the given category information and its corresponding description information, and don't ask
questions that cannot be reasoned based on the given information. Questions and answers should be concise and effective, with
reasoning logic. Answer all questions as you are seeing the point cloud. The answers should be in a tone that a visual Al assistant is
seeing the point cloud and answering the question.
Ask diverse questions and give corresponding answers. Include questions asking about the visual content of the point cloud.
Only include questions that have definite answers: one can see the content in the point cloud that the question asks about and can
answer confidently. All descriptions are attributes or relationships with other objects, which does not mean that there are people in the
scene."}]
for sample in fewshot_samples:

messages.append({"role":"user", "content":sample['context’] })

messages.append({"role":"assistant", "content":sample['response’] })
messages.append({"role":"user", "content":'\n".join(query)})

Figure 12: Message to generate n-round Daily Conversation Dialogue data in 3D portion of our
dataset.

messages = [{"You are an Al visual assistant that can analyze a single point cloud. You receive five sentences, each
describing the same point cloud you are observing. In addition, specific object locations within the point cloud are given,
along with detailed coordinates. These coordinates are in the form of bounding boxes, represented as (cx, cy, cz, Ix, ly, 1z)
with floating numbers in unit of meters. These values correspond to the top x, y, z coordinates of bounding box ceter and
length of bounding box along x, y, z axis. It is worth noting that Attributes and Relationships of different objects are also
given.
You need use the provided caption, relationships and bounding box information to describe the scene in a detailed
manner. Instead of directly mentioning the bounding box coordinates or captions given, you should utilize this data to
explain the scene using natural language. Include details like the scenario, object
counts, position of the objects, relative position between the objects. When using the information from the caption and
coordinates, directly explain the scene, and do not mention
that the information source is the caption, relationships or the bounding box. Answer questions or descriptions as if you
really saw the whole scene, using the tone of seeing the scene to ask questions or answer. Always answer as if you are
directly looking at the point cloud. You can include multiple paragraphs if
necessary. Every question and answer must be related."}]
for sample in fewshot_samples:

messages.append({"role":"user", "content":sample['context'] })

messages.append({"role":"assistant", "content":sample['response’] })

messages.append({"role":"user", "content":"\n' join(query)})

Figure 13: Message to generate /-round Detailed Description data in 3D portion of our dataset.

Finally, 3D portion of our dataset contains 10K samples in total, and the number of ShapeNet, 3RScan
detection, CLEVR3D, and GPT-generated dialogue are 2K, 1.3K, 2K, and 4.9K, respectively.

B.3 Quality Check

In order to ensure the quality of the generated instruction tuning data, we implemented several
measures. Firstly, we generate a small amount of data as a cold start and conduct manual check on
the generated data. This involved carefully assessing the quality and making necessary adjustments
to the message information provided as input to GPT-APIL. The iterative process aimed to eliminate
ethical concerns and establish a strong correlation between the generated data and the corresponding
inputs. We repeated this process until the desired level of quality was achieved. Once satisfied, we
proceeded to generate a large volume of data. Furthermore, to verify the quality of the generated
dataset, we randomly select a subset of 10% data for manual checks. This step allowed us to evaluate
the generated data against our specific requirements and quality standards. During this evaluation, any
formatting issues or incorrect answers generated by GPT-4 were filtered out to ensure the usability
and reliability of the data. By combining manual checks during the iterative generation process and
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Captions: [There is a tall box and there are 6 boxes lower than it. The table that is made of the same material as the tall box is narrow.
There are g boxes that are the same material as the door. The chair that is the same color as the glass window is tall. There are 7 objects
that are either wide boxes higher than the low box or big shelves.]

Objects: floor: brown,tiled,placing items on, same shape lab_name, [-2.25, 2.83, -1.59, 0.26, 7.81, 0.4]. shelf: placing items
on,hanging, big, right box,same object type shelf, [-0.17, -2.12, -1.48, 0.16, 2.4, 1.33]. boxes: moving, placing items
in,placing items on, [-1.21, 0.23, -1.46, 0.85, 0.52, 0.93] ... ...

Ca: n-round Daily Dialogue

Instruction: : <point cloud> What is the material of the tall box in the point cloud?

Response: The tall box in the point cloud is made of the same material as the table, but the captions
do not give information on the exact material.

Instruction : "How many boxes are in the point cloud?

Response : There are a total of 16 boxes in the point cloud, with g of them made of the same material
as the door and 6 of them lower than the tall box.

Instruction : Are there more desks or windows in the point cloud?

Response : The captions mention that there aren't more desks being supported by the table than windows in the point cloud.

C3: 1-round Detailed Description

Instruction : <point cloud> Can you describe the scene in this point cloud?

Response : The point cloud consists of a room with tiled flooring. There are four walls with two windows supported by the leftmost
wall at different heights. Besides the walls, the point cloud shows six shelves on four walls, varying in size and position, with boxes
placed on and behind them. There is also a narrow table made of the same material as the tall shelf with boxes placed on it. A single
door hangs on the wall, and no other objects share the identical shape. There is no matching number of doors and shelves. Nine boxes
are made of the same material as the door.

Figure 14: Example of GPT-generated n-round daily dialogue and 1-round detailed description data
in 3D portion of our dataset.

subsequent random manual checks on the final dataset, we strive to ensure that the generated data
meets our rigorous quality standards and aligns with the specific needs of our dataset.

B.4 Social Impact

Our dataset is a compilation of publicly available datasets that have been licensed under the Creative
Commons license (CC-BY). We have taken great care to follow all necessary legal protocols to use
this data in our research, and believe that transparency in data licensing is crucial for ensuring proper
attribution and appropriate use of the data. Besides, the dataset includes images sourced from publicly
available datasets and language data generated using the GPT-API. While we have taken steps to
ensure appropriate content, we acknowledge that problematic content may exist. If you encounter any
such content, please notify us immediately, and we will make necessary modifications to maintain
a high-quality dataset that is free of inappropriate content. To protect the privacy of individuals
and vehicles captured in the images, we plan to obfuscate sensitive information, such as faces and
license plates, before publishing the dataset. We are committed to maintaining a dataset that is both
high-quality and ethically responsible and pledge to uphold principles of privacy and transparency in
our work.

C Benchmark

C.1 Benchmark on image tasks

We selected a set of nine commonly used CV tasks to evaluate the performance of MLLM models
in our benchmark on image tasks. Our task selection criteria were based on widely studied tasks
in the CV field that can showcase the MLLM model’s abilities in visual interpretation, localization,
and question-answering. Table 5 provides a summary of the tasks and the corresponding common
evaluation metrics, which are based on the output that the MLLM models are required to generate for
each task. We utilized a prompt-based approach to instruct the MLLM models to understand the task
definition and generate the desired output. The ability of the models to understand and interpret the
given instruction was also evaluated as part of the assessment criteria. As the models’ outputs are
text, we use different text-processing techniques for each task to extract entities as the final answers
for evaluation. For each task, We selected datasets that are distinct from the training datasets, as our
benchmark evaluation is conducted in an out-of-distribution zero-shot setting.
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Table 5: CV tasks in Our Benchmark

Task Output Metrics
Classification label name Acc
Detection list of object label and bbox mAP50
VQA option and answer Acc
Image Caption captions BLEU4
Fine-grained classification  fine-grained label name Acc
Object counting number MAE
OCR list of words word Acc
Facial classification answer Acc
Keypoints detection keypoints PCK
3D Detection list of object label and bbox mAP50
3D VQA option and answer Acc

3D Visual Grounding bbox mAP50

Classification This task involves predicting the most likely category label for an image. For MLLM
models, the task involves performing open-vocabulary classification. We selected CIFAR-10 [41]
as the test dataset for the evaluation of classification. CIFAR10 contains 10000 test images across
10 common categories. We utilize NLTK to extract noun entities from the models’ output text, and
expand them to a synonym set for accuracy evaluation calculation.

Object Detection We selected the VOC 2012[42] datasets to evaluate the model’s ability to detect
objects in images while considering both its visual interpretation and localization capabilities. To
evaluate the accuracy of object category predictions, we employ a similar approach to classification
tasks. We also use regular expression matching to extract the models’ output bounding boxes for
mAP50 calculation.

Visual Question Answering We selected the ScienceQA[43] and AI2D[44] datasets to evaluate
the MLLM model’s ability to answer questions about images. The ScienceQA and AI2D datasets
include over 2017 and 5793 multiple-choice questions with images, respectively. We extract the
image-containing data from the ScienceQA dataset to create the SQAimage dataset. We then tested
MLLM models on the SQAimage dataset to evaluate their multimodal understanding skills. As both
ScienceQA and AI2D datasets are presented in a multiple-choice format, we evaluated the model’s
performance using the accuracy metric. Following LLaVA [15], we prompt the MLLM to output the
complex reasoning procession, followed by the final option answer.

Image Caption The image caption task involves generating a textual description of an image. We
selected the Flickr30k[45] dataset to evaluate the MLLM model’s ability to understand images and
generate descriptive captions. Flickr30k contains a variety of objects and scenes with diverse captions,
providing a challenging task for the MLLM model. To evaluate the quality of the models’ text outputs,
we split the generated text into sentences and calculate the BLEU-4 score for each. The highest score
is selected as the final result.

Fine-grained classification Similar to the classification task, the fine-grained classification task
requires the model to make predictions across a large number of fine-grained categories. We selected
UCMerced Land Use dataset [46] as the test set. UCMerced Land Use contains 21 classes of land-use
categories, including airports, forests, and residential areas. Similar to classification, we report
Accuracy.

Object counting We selected the FSC147 dataset for object counting evaluation. FSC147[47] is a
dataset of 1190 images containing various objects, including animals, vehicles, and household items.
The images in this dataset are challenging and contain occlusions and overlapping objects, making
it a suitable choice to test the model’s object recognition and localization capabilities. We utilize
regular expression matching to extract the numeric entity and evaluate the model’s performance using
the mean absolute error (MAE) metric.

Optical Character Recognition The OCR (Optical Character Recognition) task involves recognizing
and transcribing text from images. To evaluate the MLLM model’s ability to recognize text from
images, we selected SVT dataset [48]. We extract the entities enclosed in quotation marks from the
generated text as the predicted word list. Word Accuracy is adopted as the evaluation metric.
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[System Message]

### Human: <vision> [Vision Tokens] </vision> [Instructions]
### Assistant: [Response a]

### ANSWER: [Response b]

Figure 15: Template instructions for VQA inference. "Response a" is the generated reasoning process,
which is the output of the first inference. "Response b" is the output answer, which is the ouput
following the prompt "### ANSWER".

Facial Classification Due to the difficulty of performing face recognition tasks using MLLM, we
evaluated the model’s performance on facial attribute classification tasks. We selected the CelebA[49]
dataset, which contains 19962 images for testing with annotations for 40 facial attributes, including
hair color and facial expression. Specifically, we evaluated the model’s ability to predict whether
a person in an image is smiling, named CelebA(Smile) dataset, and the color of their hair, named
CelebA(Hair) dataset. We aimed to evaluate the MLLM model’s ability to understand facial images.
Classification accuracy is used as the evaluation metric.

Keypoints Detection To evaluate the models’ ability to perform fine-grained point localization, we
utilized the LSP[50] dataset for keypoint detection. To simplify the task difficulty for MLLM models,
we employed a grounding approach, where we sequentially asked the model to predict the position
of each human body keypoints in the image. The evaluation metric used for this task was PCK
(Percentage of Correct Keypoints).

C.2 Inference Details

C.2.1 System messages for image tasks

Figure 17 shows the system messages defined for each image task. The system messages, which
include the task definition and the output structure, is a part of the instruction that prompt the MLLM
models to generated responses. This is designed to enable the model to better understand the task it is
performing, focus on the critical aspects, and output the appropriate structure. Note that some tasks
do not require a defined output structure. In such cases, the model can output any text as a response.

C.2.2 Instructions for VQA

Different from other common image tasks, besides the system messages designed in C.2.1, we prompt
MLLM to generate the reasoning process additionally, as figure 15 shows. To prompt the model to
output its reasoning process, we first use conventional instruction texts to generate "Response a". We
then combine the first instructions , the "Response a", and the prompt "### ANSWER" to make the
model generate the option as the final answer.

C.2.3 Maetrics

Our benchmark includes two evaluation settings. The first is a zero-shot setting, where we selected
downstream tasks that have no intersection with the MLLM’s training data. We provide the zero-shot
results of the current MLLM models on these datasets. The second setting involves fine-tuning on
mainstream task datasets, covering tasks such as detection, classification, and VQA.

C.24 Binary Locating Metric

The ability to accurately localize objects in an image is a crucial component of MLLM models’ visual
understanding skills. In addition to using conventional detection tasks to calculate mAP, we attempted
a more direct method for evaluating the models’ localization ability, namely Binary Locating Metric.
Distinct from object detection, which requires the model to output a bounding box, we instructed the
model with "output the position of the object" instead of "output the bounding box of the object" to
output the approximate position. During the evaluation phase, the model’s predicted keypoint was
considered correct as long as it was within the object’s bounding box. Object locating is evaluated on
all datasets involving object localization, including object detection, object counting, and keypoints
detection. Compared to the traditional detection evaluation methods, the object locating evaluation
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method provides a more reasonable and direct approach for evaluating the localization ability of
MLLM.

C.2.5 GPT Metric

To evaluate the overall understanding and question-answering abilities of MLLM models, we utilized
the GPT Metric. Unlike LLaVA[ 5] and Vicuna [9], we ranked the answers of multiple models using
GPT. Similar to the pipeline approach, we give GPT an instruction, informing it of the task definition,
the question, and the answer provided by each model. We then ranked each model’s response based
on its relevance and accuracy with the answer. Each model received a score based on its ranking,
and the average score obtained on all test data served as a metric for measuring the model’s overall
ability. Our GPT evaluation datasets cover various visual tasks, including captioning and VQA tasks
involving image description and answering, as well as a small number of detection and counting tasks
related to object localization.

C.3 Benchmark on point cloud tasks

For benchmark on point cloud tasks, we focus on three tasks of scene perception, including 3D object
detection, visual grounding, and 3D visual question answering. Figure 18 presents system messages
for point cloud tasks.

3D Object Detection. As it’s widely used in 3D object detection, we select ScanNetv2 [51] as the
dataset to evaluate MLLM’s ability to locate objects in a point cloud and identify semantics, whose
validation set contains 312 scenes. In this task, MLLM is expected to list all objects along with
bounding boxes, and we extract bounding boxes from the response text by entity extraction. Boxes
whose IoU with ground truth is larger than 50% count for positive predictions and we use mean
Average Precision (mAP) to evaluate performance.

Visual Grounding. This task aims to locate the object described by a given caption and output the
corresponding bounding box. We test on ScanRefer [52] in this task, which provides human-labeled
captions towards each object in ScanNet and its test set contains 9508 samples. Similar with object
detection, mean average precision (mAP) is reported to evaluate MLLM’s capacity.

3D Visual Question Answering. ScanQA [53] is proposed for 3D visual question answering
before, and models are required to answer the given questions based on the point cloud. It has been
formatted as an attribute classification task in previous work [53]. However, MLLM’s output cannot
be constrained with several classes consistently and is usually long text to explain details, so the
original metrics in ScanQA, Exact Matching & BLEU, cannot be used for test, as long text is different
from the style of given ground truth and the BLEU score inevitably decreases for long-text results.
Following ScienceQA in 2D VQA task, we transfer this task to be a multiple-choice problem. First,
we feed the original question-answer pairs to GPT-API and ask for 5 confusing options. Then MLLM
is expected to choose the correct option or output the correct content. Thus, a metric of accuracy is
used to evaluate model performance.

Evaluation Settings Similar to evaluation for 2D tasks, our 3D benchmark includes two settings for
evaluation. The first one is a zero-shot setting. MLLM is trained on instruction data from 3D portion
of our dataset, whose point clouds come from 3RScan or ShapeNet and has no overlap with ones in
downstream tasks. Furthermore, we finetune the models trained on our 3D datasets by training a set
of downstream tasks and reporting metrics on the corresponding test set.

D Implementation Details

In our experiments, 2D and 3D models are trained independently, and only the feature projection
layer and LoRA parameters are optimized during training while LLM can be shared among tasks.

For all experiments, trainable parameters are optimized by Adam optimizer with a learning rate
initialized to be 5e-4, and scheduled using a linear decay scheduler. We For 2D experiments, models
are trained for 2 epochs. For 3D experiments, we increase the number of iterations to 10,000 in case
of too few samples. We use 4 A100-80GB to conduct experiments. Each GPU process 2 samples
every iteration and the effective batch size are set to 64 by gradient accumulation. For reference, 2D
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[System Message]
### Human: <vision> [Vision Tokens] </vision> [Instructions]
### Assistant: [Response]

Figure 16: Template for multi-modal data pairs. Bold words stand for corresponding text data and
italic words indicate fixed templates. < vision > & < /vision > stand for start & end token for
vision contents.

experiments at most last for about 8 hours for 186K samples, while 3D experiments require about 3
hours.

Following Vicuna [9], we format multi-modal training data as Figure 16. [SystemMesssage]
specifies the corresponding task of sample, [Query| refers to position of texts from human and
[Response] refers to contents expected for LLM. The special tokens < vision > & < /vision >
represents start and end positions for vision content. We use < Img >< /Img > and < Pcl ><
/Pcl > in 2D and 3D datasets, respectively. The training objective used is next token prediction loss,
and only text tokens of [Response| count for loss computation. As we use CLIP [38] pre-trained
ViT-Large-14 as visual encoder, the number of vision tokens are 256 and length of text tokens after
vision tokens are limited to 400 in training.

E Demonstrations

E.1 Results on CIFAR10

Figure 19 presents some examples responses from model trained by our dataset on CIFAR10, where
the model’s answers were judged as incorrect in the evaluation, but in fact, our model provided a more
granular classification result. The left column shows the test images from CIFAR10, and the right
column displays the images of the objects that the model classified, including toad [61], Land Rover
Series II [62], Mirage 2000D fighter aircraft [63] and police car [64]. It is evident that the fine-grained
objects classified by our model have very similar features to the input images, demonstrating its
ability to perform fine-grained classification.

E.2 More detailed information on image caption

Our model performed poorly on the Flickr30k dataset in terms of BLEU scores. This is because
model’s responses include additional details that are not captured by the ground truth captions. Figure
20 illustrates this phenomenon, where the highlighted text in red represents the matching ground
truth captions, while the text in orange is not matched but is still relevant to the image content. It is
evident that our model is capable of providing more detailed descriptions of the image, which is not
captured by the traditional BLEU metric.

E.3 Comparison with LLaVA on detection and counting tasks

We compared the performance of model trained by our dataset with that by LLaVA on both object
detection and counting tasks. Figure 21 illustrates the comparison results on detection, where
the leftmost images represent the ground truth bounding box, and the rightmost images show the
visualizations of the responses after entity extraction.

Although LLaVA was able to identify the approximate location of the object, it was unable to provide
precise bounding box coordinates. On the other hand, our model demonstrated superior detection
capabilities after fine-tuning on detection-related data and was able to provide more accurate bounding
box coordinates. Additionally, our model also exhibited better counting performance, as shown in
Figure 22. It is worth noting that counting is essentially a task that tests the model’s localization
ability.

E.4 Results of binary-loc metric and GPT metric

We present the results of our model and LLaVA on the binary locating metric in Figure 24 (a),
where our model demonstrates more precise localization abilities. The green points in the image are
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the visualization of the predicted key points. In the second row of the figure, our model outputs a
bounding box, which we break down into two position coordinates (top-left and bottom-right) during
entity extraction.

In Figure 24 (b), we show the evaluation results of the two models’ image captioning responses using
the GPT metric. The GPT metric considers our model’s responses to be more specific and accurate
compared to LLaVA, resulting in a higher ranking. These results further demonstrate the effectiveness
of the model trained on our dataset in accurately detecting, locating, and describing objects in images.

E.5 More demonstration examples

Figure 23 shows the results of our model on VQA task and Figure 25 shows its example results on
3DVQA task. Figure 26 shows the results on in-the-wild images.
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Classification

Your primary objective as an Al assistant is to perform a classification task accurately and reliably, as this
information is crucial for users to make informed decisions based on image data. To simply providing a
class label for a given image, ensure that the classification is dependable and precise.

Please provide a label that accurately describes the subject of the image.

Detection

You are now performing an object detection task, and your goal is to locate all instances of objects in an
image, such as people, cars, animals, or other objects, and give the corresponding coordinates.

These coordinates are in the form of bounding boxes, represented as (x1, y1, x2, y2) with floating numbers
ranging from o to 1. These values correspond to the top left x, top left y, bottom right x, and bottom right y.

VOA

As an Al assistant, you are performing avisual question answering task, and your goal is to generate
natural language answers that accurately solve the question. In order to generate accurate answers to
questions about visval content, you must be able to understand the content of images, understand the
meaning of questions, and perform complex reasoning processes.

Image Caption

As an Al assistant, your primary task is to perform image captioning, which requires you to generate clear
and concise natural language descriptions of the visual content. To achieve this, you must be able to
understand the visual content of the image, identify its salient features, and generate a coherent and
contextually relevant caption that accurately conveys its meaning.

Generate descriptions of the visual context.

Fine-grained Classification

As an Al assistant, your primary task is to perform image captioning, which requires you to generate clear
and concise natural language descriptions of the visual content. To achieve this, you must be able to
understand the visual content of the image, identify its salient features, and generate a coherent and
contextually relevant caption that accurately conveys its meaning.

Please provide afine-grained label that accurately describes the subject of the image.

Object Counting

As an Al assistant, you are performing an object counting task. Your goal is to accurately count the number
of objects in an image. Object counting is a computer vision task that involves detecting and counting the
number of instances of specific abjects within an image. You need to analyze the inputimage and
accurately countthe number of objectsiinit.

Give me a precise numerical result.

OCR
You are performing an Optical Character Recognition task, which invelves recognizing and extracting text
from images. To generate accurate answers to questions about the text content of images, you must be

able to accurately recognize and extract text from images, and understand the meaning of questions.

Your answer must be a list of words.

Facial Classification

You are performing an Optical Character Recognition task, which involves recognizing and extracting text
from images. To generate accurate answers to questions about the text content of images, you must be
able to accurately recognize and extract text from images, and understand the meaning of questions.

Keypoints Detection

You are an Al visual assistant that can analyze a single image and detect human key points. You will be
provided with an image and specified which human body parts the user want you to detect. To generate
accurate answers, you must be able to understand the content of images and comprehend the meaning of
questions.

Please express the location as [x, y]. Both x and y are ratios between o and 1, indicating the position relative
to the entire image.

Figure 17: System messages for benchmark on image tasks
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3D object Detection

You are now performing an object detection task, and your goal is to locate all instances of objects
in a paint cloud, such as furniture, transportations, or other objects, and give the corresponding
coordinates.

These coordinates are in the form of bounding boxes, represented as (cx, cy, <z, Ix, ly, Iz) with
floating numbers in unit of meters. These values correspond to the x, y, z coordinates of bounding
box center and length of bounding box along x, y, z axis.

3D Visual Grounding

You are able to understand the visual content that the user provides, and assist the user with a
variety of tasks using natural language. You are now performing an visual grounding task, and your
goal isto locate the instances of objects | want with the given description in a point cloud, such as
furniture, or other objects, and give the corresponding coordinates.

These coordinates are in the form of bounding boxes, represented as (cx, cy, ¢z, Ix, ly, Iz) with
floating numbers in unit of meters. These values correspond to x,y,z coordinates of center of
bounding box and length of bounding box along x, y, z axis

3D VQA

You are able to understand the visual content that the user provides, and assist the user with a
variety of tasks using natural language. You are now performing an visual question and answering
task, and your goal is to generate natural language answers that accurately solve the question. In
order to generate accurate answers to questions about visual content, you must be able to
understand the content of point cloud, understand the meaning of questions, and perform
complex reasoning processes.

Figure 18: System messages for benchmark on point cloud tasks

Instruction: What is the category for this image?
LAMM's Response:

Upon close inspection of the image, it can be concluded that
the object of interest is a toad.
(Ground Truth: “frog”)

Instruction: What is the category for this image?
LAMM's Response:

- Upon close inspection of the image, it can be concluded
that the object of the image is a Land Rover Series |I.
(Ground Truth: “automobile”)

Instruction: What is the category for this image?
LAMM's Response:

Upon close inspection of the image, it can be concluded that the
object of the image is a Mirage 2000D fighter aircraft.
(Ground Truth: “airplane”)

Instruction: What is the category for this image?
LAMM'’s Response:

The image contains an object that can be classified as a police
car based on the descriptions provided.
(Ground Truth: “automobile”)

(a) (b) ()

Figure 19: Results of model trained by our dataset on CIFAR10. (a) The images from CIFAR10 test
set. (b) The instruction, response from our model and the ground truth. (c) The reference images.
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Instruction: What is the caption of this image?
(Ground Truth:

1. A man standing in a bar with a neon beer sign hanging on the wall.
2. A man stands next to three video game machines and a beer sign.
3. A man stands next to a bank of computer gambling machines.

4. A man is standing by a group of video games in a bar.

5. A man stands next to three video machines. )

LAMM's Response:
The caption of this image is "This vibrant image features a man standing next to a slot machine in a casino. He appears
to be checking his smartphone while wearing glasses. The slot machine is part of a row and the man is standing to the
left of it. The background of the image is predominantly blue, with a white ceiling and lights installed on the machine.
The slot machine itself has various buttons and symbols, including a circle, the number 7, and an orange circle. There is
also a sign above the machine."

Instruction: What is the caption of this image?

(Ground Truth:

1. A toddler grasping the handle of a tool to stir food in a bowl along with
another person whose arms are seen holding the bowl and tool.

2. A naked baby makes a face while helping someone stir food.

3. A toddler is cooking with another person.

4. Toddler is helping to stir ingredients.

5. A toddler mixes some food in a bowel.)

LAMM's Response:

The image depicts a young girl in a kitchen, seemingly learning about cooking.
She is standing at a counter in front of a bowl of food. The bowl is filled with a
variety of ingredients, including chopped onions and a dark purple fruit. The girl
is holding a spatula, likely engaging in some form of cooking activity. The
background reveals a sink, further suggesting the kitchen setting.

Instruction: What is the caption of this image?
(Ground Truth:

1. A man sits on a bench holding his dog and looking at the water.
2. A man holding a dog sitting on a bench overlooking a lake.

3. Aman and a dog sit on a bench near a body of water.

4. A man and his dog watch the sunset from a bench.

5. A man holds his dog near a pond. )

LAMM's Response:
This image captures a heartwarming scene of a man, seemingly lost in thought, holding a small black and white dog on
his lap. The man and the dog are seated on a brown wooden bench, which occupies most of the lower portion of the
frame. The bench is situated against a backdrop of grass, with a tree located slightly to the right of the bench. The
image exudes a sense of tranquility and companionship between the man and his dog.

Figure 20: Our model’s Response on fickr30k dataset. The highlighted text in red represents the
matching ground truth captions in BLEU evaluation. The text in orange is not matched but is still
relevant to the image content.
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Detect all the objects in this image.
LLaVA’s Response:
In the image, there is a grey and black cat sitting on a red couch,
occupying the entire width of the couch. To provide the coordinates for this
object, | would say the cat's position is at [0.125, 0.125] on the x-axis and
[0.125, 0.875] on the y-axis. The cat is curled up, so its height might be
slightly off the couch, but it is mostly lying on the red couch.

Instruction: Detect all the objects in this image.

LAMM’s Response:
There is an object at the [0.06, 0.1, 1.0, 1.0] location of the image that
can be identified as belonging to the category of cat.

Instruction: Detect all the objects in this image.

LLaVA'’s Response:

In the image, there is a young girl posing for the picture. She is
standing in front of a wall and leaning up against it. The girl is
wearing a Batman shirt, which suggests she might be a fan of the
Batman franchise. The bounding box for the girl would be around
[0.25,0.25, 0.75, 0.75] as she occupies most of the image.

Instrue Detect all the objects in this image.

LAMM'’s Response:

At the [0.46, 0.33, 0.75, 0.8] position of the image, there is an
item that falls under the category of human face. You can spot an
object belonging to the category of man at the [0.2, 0.1, 1.0, 1.0]
position in the image.

Detect all the objects in this image.

LLaVA’s Response:

positions within the image.

Detect all the objects in this image.
LAMM’s Response:

In the image, there are several people on an airplane. One man is smiling and looking towards the camera, while another man is looking to his left. There are
three people in the foreground, with one person on the left side, another in the middle, and the third person on the right side of the image.

As for the objects in the scene, there are two ties visible, one located near the middle of the image and the other towards the right side. Additionally, there is
a cup placed near the left side of the image. To provide the requested coordinates, | would need more information about the specific objects and their relative

Scanning through the image, it becomes evident that there is an object at [0.0, 0.09, 0.93, 1.0] that falls under the man category. There is an object at
the [0.39, 0.34, 0.56, 0.5] location of the image that can be identified as belonging to the category of human face. An object that can be classified as
person is located at the [0.0, 0.08, 0.92, 1.0] position of the image. At the [0.38, 0.34, 0.56, 0.5] position of the image, there is an item that falls under
the category of human beard. An object that can be classified as human nose is located at the [0.46, 0.45, 0.5, 0.49] position of the image. At the
[0.46,0.43, 0.5, 0.47] position of the image, there is an item that falls under the category of human eye.

Figure 21: Comparison of models trained on our dataset and LLaVA on VOC2012.

Instruction: How many strawberries are there in this image?
(Ground Truth: 10)

LLaVA’s Response:

There are six strawberries in the image.

LAMM's Response:

10 Strawberries have been detected in the image according to
the system's analysis.

Instruction: How many comic books are there in this image?
(Ground Truth: 18)

LLaVA'’s Response:

There are twelve comic books in the image.

LAMM's Response:

18 Comic books have been identified in the image according
to the system.

: How many el are there in this image?
(Ground Truth: 10)
LLaVA’s Response:
There are six elephants in this image.
LAMM's Response:

The system has identified 10 Elephant present in the image.

Instruction: How many glasses are there in this image?

(Ground Truth: 23)

LLaVA’s Response:

There are hundreds of pairs of glasses in the image.

LAMM's Response:

24 Sunglasses have been identified within the image by the system.

Instruction: This organism is Rafflesia arnoldii. It
is a member of the plant kingdom. Rafflesia
arnoldii has the largest flowers in the world. A
single flower can be three feet wide! R. arnoldii is
commonly called a corpse flower because the
flower smells like rotting meat.

Options: (A) yes (B) no

LAMM'’s Response:

Close examination of the image reveals that yes
is the correct response to this inquiry.

(Ground Truth: (A) yes)

Instruction: What is the capital of Delaware?
Options: (A) Montpelier (B) Trenton (C) Dover (D)
Georgetown

N LAMM'’s Response:
Analysis of the image leads to the conclusion that
(C) Dover is the correct response to this question.
(Ground Truth: (C) Dover)

Instruction: Compare the average kinetic
energies of the particles in each sample. Which

® ° @ @ sample has the higher temperature?
. e @ Options: (A) sample B (B) sample A (C) neither;
\ the samples have the same temperature
. [ Py
° ° ‘® Lt LAMM'’s Response:
.
e Upon careful observation of the picture, it

Samplo A Sampios.

becomes evident that option (A) sample B is the

Mass of eachparicle: 284 Mass of oach parci: 320

Instruction: The moon when itis visible as a fully
illuminated disk is known as ?

Options: (A) Half moon (B) New Moon (C) Full
Moon (D) Quarter moon

LAMM'’s Response:

After a thorough examination of the picture, it

becomes apparent that the correct answer is (C)
Full Moon,

(Ground Truth: (C) Full Moon)

Instruction: The reactants and products for
4 Oxygen = 5
‘ / photosynthesis are shown in the above diagram.
& What ingredient is shown at G?
Options: (A) Sunlight (B) Oxygen (C) Carbon
D dioxide (D) Water
A
Cabondionde | AMM’s Response:
The answer to this question can be determined
by closely observing the image, and it is (D)
water,
(Ground Truth: (D) Water)

Light energy

|y SUGAT

Instruction: WHAT REPRESENT IN THE
ABOVE DIAGRAM?

Options: (A) FOOD CYCLE (B) PLANTATION (C)
TREE (D) LIFE CYCLE OF TREE

LAMM'’s Response:

Close examination of the image reveals that (D)
LIFE CYCLE OF TREE is the correct response to

correct answer to this question. this inquiry.
Average prtcespeed 1100 s Average prcspee L300 s
(Ground Truth: (A) sample B) (Ground Truth: (D) LIFE CYCLE OF TREE)
(a) (b)

Figure 23: (a) Example results of models trained on our dataset on SQAimage. (b) Example results
of our model on AI2D.
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Instruction: Tell me the exact location of the hip key point for human
body in the image.

LLaVA’s Response:

Inthe image, the hip key point for the human body can be located at

approximately [0.224, 0.571] . This point is close to the center of the
image, but slightly more towards the top.

Instruction: Tell me the exact location of the hip key point for human
body in the image.

LLaVA's Response:

Unfortunately, | cannot provide exact coordinates for the hip key
point in this image as itis a description and not a specific point onthe
image. However, | can tell you that the woman inthe image is.

wearing shorts and is walking on a road.

Instruction: Tell me the exact location of the hip key point for human
body in the image.

LAMM'’s Response:

Upon close inspection of the image, it can be observed that the hip
key point is positioned at [0.56, ©0.38] .

Instruction: Tell me the exact location of the hip key point for human
body in the image.

LAMM'’s Response:

Upon careful examination of the image, it can be abserved that the
hip position is precisely located at [0.42, 0.39] position.

Instruction: Identify all the objects in the image and provide their positions. Instruction: Identify all the objects in the image and provide their positions.

LLaVA's Response: LLaVA’s Response:

Intheimage, there is a small white dog wearing ared collar, with | The image features a small bird with brown and orange |
its mouth open, possibly barking or yawning. The dog is the feathers, which appears to be a finch, sitting on a wire.
main object of focus in the scene. However, there are no other The bird is spreading its wings, possibly in flight or 4
objects or beings visible in the image. Therefore, | cannot preparing to take off. There are no other objects in the |
provide the positions of any other objects or beings as there are image, so the only position to provide would be the

none in the scene. coordinates of the bird, which is located at the top-left
part of the image.

Instruction: Identify all the objects in the image and

Instruction: Identify all the objects in the image and provide rovide their positions.

their positions. LAMM'’s Response:

LAMM'S_RESPD"SE: ) Upon close inspection of the image, it can be
There exists an object categorized as dog at the [0.58, 0.44, observed that there is an object positioned at [0.26,
1.0, 0.75] position of the image. 0.2, 0.77, 0.96] that belongs to the bird category.

@)

Instruction: What is the caption of this image?

LLaVA's Response:

The image captures a serene scene of two people riding in a boat
on a large body of water, possibly a lake, during a beautiful sunset.
LAMM'’s Response:

This image depicts a serene scene of two people sitting ina small
boat on calm water, possibly at a lake. The boat, occupying the
center of the image, has two people in it. One person is holding a
paddle, indicating they may be in the middle of a paddle or
rowing session. The water around the boat appears rippled,
adding a sense of movement to the peaceful scene

(Ground Truth: - ‘ ‘ . @ ch'::ing: LA LLaVA 4

1. Two men are sitting in a canoe in the middle of a lake, watching the

sunset in the background. LAMM has provided a more accurate and detailed
2. Two people sitting on a kayak in calm water looking at a marvelous  image caption. The caption provided by LLaVA is
sunset. more vague and lacks specific details such as the

3. Two silhouetted people paddle a canoe on the ocean during sunset. presence of a boat and the casval attire of the

4. Two people canoe down a river at the time of a beautiful sunset. individuals in the image. Overall, LAMM’s response
5. Two people in a canoe on the waterside during sunset.) is more helpful and relevant to the image.

(b)

Figure 24: Comparison of models trained on our dataset and LLaVA on binary-loc metric and GPT
metric. (a) The comparison on binary-loc metric. (b) The results of GPT metric.
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Instruction: What shape does the toilet have?

Options: (A) oval shape toilet. (B) a star shape. (C) a heart shape.
(D) a triangular shape.(E) a diamond shape (F) a rectangular shape
LAMM'’s Response:

Upon careful examination of the point cloud, it becomes evident
that the answer to this question is (A) oval shape toilet.

\

=S

~

(Ground Truth: (A) oval shape toilet)

Instruction: What is on the wall of the kitchen?

Options: (A) a window. (B) a bookshelf. (C) a clock. (D) tv. (E) a
family photo. (F) a painting.

LAMM'’s Response:

By closely observing the point cloud, one can derive that the
answer to this question is (D) tv.

(Ground Truth: (D) tv)

Instruction: What objects are sitting on the black couch?
Options: (A) dining table. (B) blue curtains. (C) ceiling fan. (D) 2
black cushions. (E) bicycle. (F) TV remote

LAMM'’s Response:

By carefully scrutinizing the details in the point cloud, it can be
concluded that (D) 2 black cushions is the answer to this
question.

(Ground Truth: (D) 2 black cushions)

Figure 25: Example results of our model on ScanQA.

Instruction: What's abnormal in this image?

LAMM'’s Response:

The person in the image has a toe growth,
which is a condition where an extra toe ora
bony growth on the foot develops. This

¢ condition can be congenital, meaning itis

present from birth, or it can develop later in
life due to various causes.

Instruction: What's abnormal in this image?

LAMM's Response:

The snake in the image has two heads. This
is considered abnormal because snakes
typically have a single head. The presence
of two heads in this snake indicates a
genetic mutation or some other form of
abnormal development.

Instruction: What's abnormal in this image?
LAMM'’s Response:

The image shows a strawberry with a
deformity, specifically a split in the fruit.

Instruction: What's the person in the picture doing?
LAMM's Response:

The person in the picture is a woman who is riding a
bicycle. She is dressed in a blue tank top and blue
shorts, and she is wearing sunglasses. She is also

| carrying a backpack, which suggests that she might

be on a journey or a long-distance ride.

Instruction: What's the person in the picture doing?

4 LAMM'’s Response:

The person in the picture is playing a guitar. The
reasoning process is based on the fact that the
instrument being held in the hand is a guitar, and
the person is actively engaged in playing it.

Instruction: What's the person in the picture doing?

| LAMM's Response:

The image portrays a young boy holding a pen and
practicing writing with a quill. He is sitting on a chair
and appears to be focusing on his work. This activity

_ indicates a keen interest or an education in the art of

calligraphy, a traditional form of handwriting.

Figure 26: Example results of our model on in-the-wild images.




Classification Question Pool

1.Can you identify the object in this image?

2.Based on the image's features, what could be the potential category label for this image?

3.What label would you assign to this image based on the object's shape and size?

4.According to the model's prediction, what is the label assigned to this image?

5.Can you provide the category label for this image based on the object's color and texture?

6.What label do you think best describes the image's content?

7.Based on the image's context, what category label would you assign to it?

8.Can you suggest any alternate labels for this image based on its content and features?

9.What is the most suitable category label for this image based on its shape, size, and context?

10.According to the model's classification, what is the category label assigned to this object?

11.Based on the image's visual cues, what category label do you think is the most appropriate?

12.Can you provide any additional labels that could be applied to this image based on its context and features?
13.What label would you assign to this image based on the object's function or purpose?

14.According to the image's features and context, what label do you think best represents it?

15.Can you suggest any potential alternate category labels that might be appropriate for this image based on its attributes?
16.What is the most accurate category label for this image based on its features, context, and meaning?

17.Based on the object's characteristics and the context of the image, what category label would you assign to it?
18.According to the image's attributes, what label would you assign to it?

19.Can you suggest any other category labels that could be applied to this image based on its features and meaning?
20.What label do you think best represents the object in this image based on its shape, color, and texture?

Classification Answer Pool

1.Upon close inspection of the image, it can be concluded that the majority of the objects in the image fall under the {C}
category.

2.Through extensive analysis of the image, it can be confidently stated that the image belongs to the {C} category.

3.After careful examination of the image, it has been determined that the majority of the objects in the image can be classified
as belonging to the {C} category.

4.Based on a detailed examination of the image, it can be concluded that the image primarily consists of objects that fall under
the {C} category.

5.After closely analyzing the image, it has been determined that the main subject of the image belongs to the {C} category.
6.Through rigorous examination of the image, it has been concluded that the image is primarily focused on objects that can be
classified as belonging to the {C} category.

7.Based on a thorough evaluation of the image, it can be confidently stated that the image is dominated by objects that fall under
the {C} category.

8.After careful scrutiny of the image, it has been determined that the majority of the objects in the image can be identified as
belonging to the {C} category.

9.Upon detailed analysis of the image, it can be concluded that the objects located at various positions in the image can be
categorized as belonging to the {C} category.

10.After thorough analysis of the image, it can be confidently stated that the image falls under the {C} category.

11.Through careful scrutiny of the image, it can be confidently concluded that the image falls under the {C} category.

12.After meticulous examination of the image, it has been determined that the image can be classified as {C}.

13.After thorough inspection of the image, it can be confidently stated that the image falls under the {C} category.

14.After extensive scrutiny of the image, it has been determined that the majority of the objects in the image belong to the {C}
category.

15.The image can be classified as {C} based on a close analysis of the objects and their characteristics.

Figure 27: Question template pool and Answer template pool for classification task.
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Detection Question Pool

1.What is the identity of the objects visible in the image, and where are they located?

2.Can you name each object in the image and describe its position accurately?

3.What objects are visible in the image, and where can they be found?

4.From the visual information provided, can you identify all the objects present in the image and describe their positions?
5.What are the names of the objects present in the image, and where are they positioned?

6.Can you accurately describe the location of each object visible in the picture?

7.What is the identity of each object in the image, and where can they be located?

8.From the visual clues, can you name and locate all the objects present in the picture?

9.Can you identify and describe the positions of all the objects visible in the image?

10.What objects can you see in the picture, and where are they placed?

11.Based on the context of the image, can you identify all the objects present and describe their locations?

12.Can you accurately report the names and positions of all the objects visible in the image?

13.What are the objects visible in the picture, and where can they be found?

14.From the visual information provided, can you name all the objects in the image and describe their positions accurately?
15.What is the name of each object present in the image, and what is its location?

16.Can you locate and identify all the objects in the image and describe their positions accurately?

17.What objects are present in the image, and where are they positioned relative to each other?

18.Based on the visual clues, can you name and locate all the objects visible in the image?

19.Can you identify all the objects present in the image and describe their relative positions?

20.What is the identity of the objects visible in the image, and how are they positioned?

Detection Answer Pool

1.An object that can be classified as {C} is located at the {P} position of the image.

2.The {C} object is present at the {P} coordinate in the image.

3.There is an object at the {P} location of the image that can be identified as belonging to the category of {C}.

4.An object categorized as {C} can be found at the {P} position in the image.

5.At the {P} position of the image, there is an item that falls under the category of {C}.

6.There exists an object categorized as {C} at the {P} position of the image.

7.The image contains an object that can be classified as {C} and is located at the {P} position.

8.You can spot an object belonging to the category of {C} at the {P} position in the image.

9.There is an object at the {P} position of the image, and its category is {C}.

10.Upon close inspection of the image, it can be observed that there is an object positioned at {P} that belongs to the {C}
category.

11.At the exact coordinates of {P} in the image, there is an object that can be identified as belonging to the {C} category, and
this object stands out from the rest of the objects in the image due to its unique color and pattern.

12.Scanning through the image, it becomes evident that there is an object at {P} that falls under the {C} category.

13.By carefully examining the image, one can spot an object at {P} that belongs to the {C} category.

14.Positioned at {P} within the image is an object that can be classified as belonging to the {C} category, and this object is

also the only one in the image that has a specific type of texture and a distinctive shape that sets it apart from the other objects.
15.Upon careful examination of the image, it can be observed that there is an object positioned precisely at {P} that falls

under the {C} category, and this object is also the only one in the image that has a specific type of pattern or design that makes
it stand out from the rest of the objects.

Figure 28: Question template pool and Answer template pool for detection task in 2D vision.
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Keypoint Detection Question Pool

1.Please locate the keypoints in the image and describe their position using xy coordinates.

2.Identify the keypoints in the image and describe their location using xy coordinates.

3.Please describe the location of the keypoints in the image using xy coordinates.

4.ldentify the keypoints in the image and indicate their location using xy coordinates.

5.Please pinpoint the keypoints in the image and describe their position relative to each other using xy coordinates.
6.Locate the keypoints in the image and describe their position, size, and shape using xy coordinates.

7.Please describe the position of the keypoints in the image using xy coordinates and their visual features.

8.ldentify the location of each keypoint in the image using xy coordinates and describe their visual characteristics.

9.Please locate and describe the position of all keypoints in the image using xy coordinates and their visual features.
10.ldentify and describe the position of all keypoints in the image using xy coordinates and their visual characteristics.
11.Please describe the location and visual features of all keypoints in the image using xy coordinates.

12.ldentify all keypoints in the image and describe their location, orientation, and visual characteristics using xy coordinates.
13.Please locate and describe the position and shape of all keypoints in the image using xy coordinates and their visual
characteristics.

14.ldentify the keypoints in the image using xy coordinates and describe their location in relation to the image edges and corners,
as well as their visual characteristics.

15.Please describe the position and visual characteristics of all keypoints in the image using xy coordinates and their visual
features.

Keypoint Detection Answer Pool

1.The system has identified a keypoint at {P} in the image that can be classified as {C}.

2.There is a {C} keypoint located at the {P} position within the image according to the system's analysis.

3.The image contains a keypoint that can be classified as {C} at the {P} position.

4.The system has detected a {C} keypoint at the {P} coordinate in the image.

5.The {C} keypoint is present at the {P} position in the image, according to the system's analysis.

6.A keypoint that falls under the category of {C} is located at the {P} position of the image according to the system.
7.The system has identified a keypoint at the {P} position in the image that can be classified as {C}.

8.At the {P} coordinate in the image, the system has detected a keypoint that falls under the category of {C}.

9.The image contains a keypoint that can be classified as {C} at the {P} position according to the system's analysis.
10.The system has located a {C} keypoint at the {P} position within the image.

11.There is a {C} keypoint present at the {P} position in the image according to the system's analysis.

12.A keypoint that falls under the category of {C} has been identified at the {P} position of the image by the system.
13.The system has classified a keypoint at the {P} position in the image as {C}.

14.At the {P} coordinate in the image, the system has identified a keypoint that can be classified as {C}.

15.The image contains a {C} keypoint at the {P} position according to the system's analysis.

Figure 29: Question template pool and Answer template pool for keypoint detection task in 2D vision.
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Counting Question Pool

1.Please count the number of objects that fall under a specific category in the image.

2.Can you identify the total number of instances of a certain class present in the image?

3.How many items in the image belong to a particular category?

4.Are you able to determine the exact count of objects that match a certain label in the image?

5.Please identify the number of objects that are categorized as a specific type and are present in the image.
6.Can you count the number of objects that share a common attribute in the image?

7.How many objects in the image can be classified under a certain category?

8.Please determine the quantity of objects in the image that belong to a specific class.

9.Can you identify the total number of objects with a certain label that are present in the image?

10.How many instances of a particular class can you pinpoint in the image?

11.Please count the number of objects in the image that are classified as a certain type.

12.Can you identify the number of objects in the image that match a specific category?

13.How many objects in the image fall under a certain classification?

14.Please determine the quantity of objects that belong to a specific category and are present in the image.
15.Can you count the number of items in the image that share a common feature or attribute?

16.How many objects in the image can be identified as a specific type?

17.Please identify the number of objects in the image that are labeled as a certain category.

18.Can you determine the total count of objects in the image that belong to a specific class?

19.How many instances of a certain class can you discern in the image?

20.Please count the number of objects in the image that have a specific label or category.

Counting Answer Pool

1.{N} {C} have been identified in the image according to the system.

2.The system has detected {N} {C} in the image.

3.The image contains {N} {C} according to the system's analysis.

4.{N3 {C} have been detected within the image based on the system's analysis.
5.The system has identified {N} {C} present in the image.

6.There are {N} {C} visible in the image based on the system's analysis.

7.The image depicts §{N} {C} according to the system.

8.{N} {C} have been identified within the image by the system.

9.The system has detected {N} {C} present in the image.

10.§N} {C} have been detected in the image according to the system's analysis.
11.There are {N} {C} present in the image based on the system's analysis.
12.The system has identified {N} {C} visible in the image.

13.The image contains {N} {C} as per the system's analysis.

14.§N} {C} have been detected within the image by the system's analysis.
15.The system has classified {N} {C} within the image.

Figure 30: Question template pool and Answer template pool for counting task in 2D vision.

3D Object Classification Question Pool

1.How would you describe the point cloud in terms of its scenario?

2.What is the best scenario label for this point cloud based on the model’s output?

3.What are some other possible scenarios that could explain this point cloud?

4.What scenario does this point cloud belong to according to the model’s prediction?

5.What is the most accurate point cloud scenario label for this point cloud based on its features, context, and meaning?
6.Can you suggest any other scenario labels that could be applied to this point cloud based on its features and meaning?
7.According to the point cloud's attributes, what scenario label would you assign to it?

8.Based on the object's characteristics and the context of the point cloud, what point cloud scenario label would you assign to it?
9.What scenario label do you think best represents the object in this point cloud based on its features and objects?

10.Can you suggest any alternate scenario labels for this point cloud based on its content and features?

11.What is the most suitable scenario label for this point cloud based on its shape, size, and context?

12.According to the model's classification, what is the scenario label assigned to this point cloud?

13.Based on the point cloud's visual cues, what scenario label do you think is the most appropriate?

14.Can you provide any additional scenario labels that could be applied to this point cloud based on its context and features?
15.What scenario label would you assign to this point cloud based on the object's function or purpose?

3D Object Classification Answer Pool

1. After conducting thorough analysis, it is evident that the point cloud in this scenario can be classified as {C}.

2. By carefully examining the data, it becomes clear that {C} is the most appropriate classification for this point cloud scenario.
3. Taking into account all the details, it can be determined that the point cloud falls under the scenario of {C}.

4. The analysis of this point cloud leads to the conclusion that it corresponds to the scenario of {C}.

5. Based on a comprehensive assessment, it is evident that the point cloud can be accurately categorized as a scenario of {C}.
6. This particular point cloud exhibits characteristics that align with the scenario of {C} upon closer examination.

7. Considering the available information, it can be confidently stated that this point cloud conforms to the scenario of {C}.

8. The features present in this point cloud indicate that it can be classified as a scenario of {C}.

9. Upon careful scrutiny, it is apparent that the point cloud fits the description of {C} scenario.

10. Analyzing the data within this point cloud leads to the identification of {C} as the most suitable scenario.

11. The observed attributes of the point cloud confirm that it corresponds to the scenario of {C}.

12. Taking into account the available evidence, it is evident that this point cloud scenario can be characterized as {C}.

13. Through meticulous analysis, it becomes evident that the point cloud aligns with the characteristics of {C} scenario.

14. By thoroughly examining the point cloud, it becomes clear that the scenario it represents can be labeled as {C}.

15. The properties and structure of this point cloud provide strong evidence that it corresponds to the scenario of {C}.

Figure 31: Question template pool and Answer template pool for object classification in 3D vision.
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3D Object Detection Question Pool

1.What is the identity of the objects visible in the point cloud, and where are they located?

2.Can you identify and describe the positions of all objects visible in the point cloud?

3.Analyzing the point cloud, please list all objects present and specify where they are located.

4.Based on the visual data provided, name all the objects detected in the point cloud and describe their precise positions.

5.Can you accurately recognize and determine the locations of each object within the point cloud?

6.From the spatial information available, please identify all the objects present in the point cloud and provide details about their
respective positions.

7.Describe the objects captured in the point cloud and outline their exact coordinates within the scene.

8.Based on the given point cloud, identify and label the objects visible, specifying their spatial placements.

9.Provide a detailed account of the objects observed in the point cloud, including their precise locations.

10.Analyze the point cloud and present a comprehensive inventory of the objects present, along with their respective positions.
11.Can you precisely name and locate all the objects detected within the point cloud based on the provided data?

12.Based on the spatial context of the point cloud, identify all the objects present and describe where they are situated.
13.Please identify and describe the positions of each object visible in the point cloud based on the available visual information.
14.Utilizing the spatial cues within the point cloud, can you accurately detect and outline the positions of all objects?

15.Based on the given point cloud, determine the objects contained within and provide an overview of their locations.

3D Object Detection Answer Pool

1.Positioned at the {P} location within the point cloud, an object within the {C} category can be observed.
2.By examining the {P} position of the point cloud, it is possible to identify an object categorized as {C}.

3.The point cloud includes an object at the {P} position, which can be classified under the category of {C}.
4.At the {P} position in the point cloud, there is an item categorized as {C}.

5.The {P} position of the point cloud allows for the identification of an object that belongs to the {C} category.
6.Within the point cloud, an object classified as {C} is situated at the {P} position.

7.An object that can be classified as {C} is located at the {P} position within the point cloud.

8.The {P} position of the point cloud reveals the presence of an object categorized as {C}.

9.At the {P} position within the point cloud, there exists an object that falls under the {C} category.

10.By examining the {P} position of the point cloud, it is evident that an object belonging to the {C} category is present.
11.The point cloud contains an object at the {P} position, which can be identified as {C}.

12.An object within the {C} category can be observed at the {P} position in the point cloud.

13.The {P} position of the point cloud displays the presence of an object that can be classified as {C}.

14.At the {P} position of the point cloud, an object can be identified as belonging to the {C} category.
15.Within the point cloud, an object categorized as {C} can be found at the {P} position.

Figure 32: Question template pool and Answer template pool for object detection in 3D vision.
3D VQA Question Pool

1.Please provide your responses to the following questions using the information depicted in the point cloud.
2.Based on the visual content of the scenario, please answer the following questions.

3.Utilizing the details presented in the point cloud, please respond to the following questions.

4.Analyze the visual elements of the point cloud and provide your answers to the following questions.

5.Without any additional context, use the point cloud provided to answer the following questions.

6.Your task is to examine the visual content of the point cloud and address the following questions.

7.Please utilize the details and visual cues depicted in the point cloud to answer the following questions.

8.Given the information conveyed in the point cloud, please provide your responses to the following questions.
9.Based on the visual data presented, respond to the following questions using the point cloud as your reference.
10.Analyze the content of the point cloud and provide your answers to the following questions.

11.Use the visual elements depicted in the point cloud to answer the following questions accurately.

12.Without any additional information, rely solely on the visual cues within the point cloud to address the following questions.
13.Please examine the visual content of the point cloud and provide your responses to the following questions.
14.Your task is to interpret the details and visual information in the point cloud to answer the following questions.
15.Utilize the information presented in the point cloud to formulate your answers to the following questions.

3D VQA Answer Pool

1.Upon careful examination of the point cloud, it becomes evident that the answer to this question is {A}.

2.By thoroughly analyzing the point cloud, one can reach the conclusion that {A} is the correct answer to this question.

3.The answer to this question can be deduced by closely observing the details within the point cloud, leading to the determination
that {A} is the answer.

4.If you closely inspect the point cloud, you will discover that the answer to this question is {A}.

5.Based on the analysis of the point cloud, it can be confidently stated that the answer to this question is {A}.

6.The examination of the point cloud provides a clear indication that {A} is the answer to this question.

7.By closely studying the point cloud, one can ascertain that the correct answer to this question is {A}.

8.After careful analysis of the point cloud, it is evident that {A} is the answer to this question.

9.The answer to this question can be determined by carefully examining the details present in the point cloud, resulting in the
conclusion that {A} is the answer.

10.Through a meticulous analysis of the point cloud, it becomes apparent that the answer to this question is {A}.

11.Upon thorough examination of the point cloud, it can be inferred that the answer to this question is {A}.

12.By closely observing the point cloud, one can derive that the answer to this question is {A}.

13.After a detailed analysis of the point cloud, it is evident that the correct answer to this question is {A}.

14.The answer to this question can be revealed by closely inspecting the point cloud, and it is {A}.

15.By carefully scrutinizing the details in the point cloud, it can be concluded that {A} is the answer to this question.

Figure 33: Question template pool and Answer template pool for visual question answering in 3D
vision.
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