A Non-asymptotic singular value bounds

Proposition A.1 (Theorem 1.1 of [RV09]). Let A be an d x r matrix, d > r, whose entries are
independently drawn from N'(0,1). Then for every T > 0,

Pr (UT(A) < 7‘(\/& — m)) < (ClT)dfrJrl 4 o Cad

where C,Cs > 0 are universal constants.

Proposition A.2 ([Verl0]). Let A be an d x r matrix whose entries are independently drawn from
N(0,1). Then for every t > 0, with probability at least 1 — exp(—t%/2), we have

o (A) = Vi — V-t
and for every t > 0, with probability at least 1 — exp(—t2/2), we have

o1(A) < Vd+r+t

B Proof of Proposition 4.2

First, observe that by assumption, [ Xol?,[[Yol? < % < % Now, suppose that that
IXoll%, [Yol? < W and [|X;[|%, [|[Y¢]* < 1 fort =0,...T —1,and 1 < T < Lﬁj
Then by Lemma 4.1,
Z Vi (X, Y| < S ho. (10)
=0 Fo
Hence,
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X7 = Xoll < 0| > Ve (Xe, Yo) || < || D Vaef (Xe, Yo)
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Z 1V (Xe Yo7 < my[ = fo = v/20fo. (1n
2Tnfy < —=. It follows that

Then, for T < T.. | Xzl < Xl + [Xr — Xof| < 72 + .

IX: )12 < % fort =0,...7. Using Lemma 4.1 again, repeating the same argument,

Y] < t=0,...,T.
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Iterate the induction until 7' = T, = Lﬁj to obtain || X[, || Y¢|* < rt=1,...,T,.

1y,
n
Because || X7 — Xo|| < v20Tfo for T < T = | g3 |

or(Xr) 2 00(Xo) = [[ X7 = Xoll;  01(X1) < 01(Xo) + [ X7 — Xo.-

A similar argument applies to achieve the stated bounds for ,-(Y 1) and o1 (Y 7).

C Proof of Proposition 4.3

Write the SVD A = U, Zpxr Vi, 50 that AP, = U,y X5 (VT®;). Note that
VT®, ¢ R"*? has i.i.d. Gaussian entries (0, ) By Proposition A.1, with probability at least

1— (O1€)d r4+1 _ /702d’
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o, (VTd®) >ell—
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On the other hand, Proposition A.2 implies that with probability at least 1 — e~"/2 — ¢=@/2,

m@gg@+?®§& mim@g§@+y$§&

If all aforementioned events hold, o1 (VT®1) < 01(V)o1(®1) < 3, and

ik’ Cvoi(A
MUT(A) < 0r(Xo) < 1(Xo) < \/;C 01(Yo) < 3\/iDoy(A) < \/ﬁf()

where the last inequality uses D < % Consequently,

1—v S 1-— gal(¢1)01(§2) S HI— g@l@gH S 1+ go’l(@l)(fl(Qz) S 1+

Hence,
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2f(Xo, Yo) = ||A(T- Z@:18])| < (1+0)°AJ

c
D 1
2f(Xo,Y0) > oy (I— ai’l‘b;)HA”% 2 WHAH% (12)
D Proof of Corollary 5.3
Set f1 = B asin (A2¢). Set fo1) = fo-
By Corollary 5.2, iterating Assumption 1 for 7} = L%rfjcﬁj iterations with step-size

. By

n=
\/32fo(1y log(1/€)

guarantees that

1
§HA — X0, Y7 [ < fog) == efoqy;
15
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This means that at time 77, we can restart the analysis, and appeal again to Proposition 4.2 with
modified parameters

* f(X1,, Y1) < fog = €foy,

* By = %-
Corollary 5.2 again guarantees that provided
1
0 < B2 - = B (13)
\/32f0(2) log(1/e) Ve 32fo(1) log(1/e)
then f(XT1+T27YT1+T2) < Ef(XT17YT1) < €2f(X07 YO) where
T
T, = =L, (14)
4e

We have that (13) is satisfied by assumption as we assume € < %. Repeating this inductively,

we find thatafter T =Ty + -+ T, = T} 5;01 (£)¢ < Ti(5)" iterations, we are guaranteed

that f(X7,Yr) < €8 f(Xo,Yo). This is valid for any 7' € N because we may always apply
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Proposition 4.2 in light of summability and C' > 8: for any ¢,

k
o1(X;) < 01(Xo) + fnz /2T fo iy

< — S\f fz 2(1/(4e)) fg e for)
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