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Abstract

Ensembles of machine learning models have been well established as a powerful
method of improving performance over a single model. Traditionally, ensembling
algorithms train their base learners independently or sequentially with the goal
of optimizing their joint performance. In the case of deep ensembles of neural
networks, we are provided with the opportunity to directly optimize the true ob-
jective: the joint performance of the ensemble as a whole. Surprisingly, however,
directly minimizing the loss of the ensemble appears to rarely be applied in prac-
tice. Instead, most previous research trains individual models independently with
ensembling performed post hoc. In this work, we show that this is for good reason
- joint optimization of ensemble loss results in degenerate behavior. We approach
this problem by decomposing the ensemble objective into the strength of the base
learners and the diversity between them. We discover that joint optimization re-
sults in a phenomenon in which base learners collude to artificially inflate their ap-
parent diversity. This pseudo-diversity fails to generalize beyond the training data,
causing a larger generalization gap. We proceed to comprehensively demonstrate
the practical implications of this effect on a range of standard machine learning
tasks and architectures by smoothly interpolating between independent training
and joint optimization.1

1 Introduction

Deep ensembles [1] have proven to be a remarkably effective method for improving performance
over a single deep learning model. This success has been attributed to deep ensembles exploring
multiple modes in the loss landscape [2], in contrast to variational Bayesian methods, which gener-
ally attempt to better explore a single mode [e.g. 3]. Recent work has proposed an alternative view
suggesting that deep ensembles’ success can be explained as being an effective method of scaling
smaller models to match the performance of a single larger model [4]. Regardless of the specific
mechanism, deep ensembles’ empirical success has been at the heart of numerous state-of-the-art
deep learning solutions in recent years [e.g. 5, 6, 7].

Historically, non-neural network ensembles such as a bagging predictor [8] or a random forest [9]
were generally trained independently and aggregated at test time. Sequential training methods such
as boosting [10] were also developed to produce more collaborative ensembles. Training individu-
ally and evaluating jointly was sensible for these methods, in which the base learners were typically

1Code is provided at https://github.com/alanjeffares/joint-ensembles.
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decision trees that require individual training. Formally, for a single example x, a loss function L
and denoting the prediction of learner j on x as fj ∈ Rd with target y ∈ Rd, we define the joint
objective as L( 1

M

∑M
j=1 fj ,y) and the independent objective as 1

M

∑M
j=1 L(fj ,y).2 Interestingly,

modern deep ensembles are also generally trained independently and evaluated jointly. This is less
intuitive as the performance of the ensemble as a whole (i.e. the joint objective) is the true objective
of interest and jointly training a deep ensemble is quite natural for the backpropagation algorithm.
Indeed, one might expect there to be no need for the proxy objective of independent training in this
case, as the joint objective should find a solution in which individual learners collaborate to min-
imize the ensemble’s loss. In practice, however, independent training generalizes better than joint
training in this context. A phenomenon that we demonstrate in Section 3 and investigate throughout
this work.

In Section 4, we demonstrate that ensemble diversity is the foundation upon which understanding
the limitations of joint training sits. We show that any twice differentiable joint loss function of an
ensemble can be decomposed into the individual losses and a second term, which can be interpreted
as ensemble diversity. This diversity term encourages some level of ambiguity among the base
learners’ predictions, a generalization of well-established work in the regression setting [11]. Math-
ematically, this term is exactly the difference between independent and joint training and, therefore,
must encapsulate the disparity in performance. In Section 5, we introduce a scalar weighting on the
diversity term allowing us to smoothly interpolate between the extremes of fully independent and
fully joint training.
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Figure 1: Learner collusion. An illus-
trative example in which a subset of base
learners (f1 & f2) collude in output space
by shifting their predictions in opposing di-
rections such that the ensemble prediction
(f̄ ) is unchanged, but diversity is inflated.

Then, in Section 6, we diagnose and empirically verify a
precise cause of the sub-optimal performance of jointly
trained ensembles. We show that the additional require-
ment for diversity in the training objective can be trivially
achieved by an adverse effect we term learner collusion.
This consists of a set of base learners artificially biasing
their outputs in order to trivially achieve diversity while
ensuring that these biases cancel in aggregate as illustrated
in Figure 1. We perform extensive experiments verifying
this hypothesis. We then show that although training loss
can be driven down by learner collusion, this does not gen-
eralize beyond the training set, resulting in a larger gener-
alization gap than independent training. Finally, we exam-
ine the practical implications of learner collusion on stan-
dard machine learning benchmarks.

This work addresses the pervasive yet relatively understudied phenomenon that directly optimizing
a deep ensemble fails. (1) We unify various strands of the ensemble literature to provide a deep,
practical categorization of ensemble training and diversification. (2) We present and verify a com-
prehensive explanation for this counter-intuitive limitation of deep ensembles with both theoretical
and empirical contributions. (3) We investigate the catastrophic consequences of this issue on practi-
cal machine learning tasks. As this investigation takes a somewhat non-standard format, we provide
an abridged summary of this work and its technical contributions in Appendix A.

2 Background

Independent training. This refers to ensembles3 in which each base learner is optimized indepen-
dently, with no influence from the other ensemble members either explicit or implicit. This includes
many non-neural ensemble techniques in which diversity between the base learners results in ensem-
ble performance better than any individual. This diversity is often achieved by sampling the input
space [e.g. bagging in 8] and the feature space [e.g. random forest in 9]. In the case of deep en-
sembles of neural networks, independent training is also generally applied, with diversity achieved
using random weight initialization and stochastic batching [1, 2]. Interestingly, bootstrap sampling
of the inputs is ineffective in the case of deep ensembles [12]. Several notable state-of-the-art results

2In Section 4 we further generalize this definition to account for (a) non-equal weighting between the predic-
tions of ensemble members and (b) aggregating ensemble outputs before normalization (i.e. score averaging).

3In this work we consider ensembles in the least prescriptive sense (i.e. any algorithm that aggregates
multiple target predictions).
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have been achieved by ensembling several independently trained but individually performant neural
networks. For example, the groundbreaking results in the ImageNet challenge were often achieved
by independently trained ensembles such as VGG [13] GoogLeNet [5], and AlexNet [14]. Seq2Seq
ensembles of long short-term memory networks [15] achieved remarkable performance for neural
translation. More recently in the tabular domain, ensembles of transformers have outperformed
state-of-the-art non-neural methods [7].

Ensemble-aware individual training. This refers to the case where each base learner is still being
optimized as an individual, but with some additional technique being applied to coordinate the en-
semble members. A prominent approach is sequentially trained, boosting ensembles in which each
new member attempts to improve upon the errors of the existing members (e.g. AdaBoost [10] &
gradient boosting [16]). In the case of deep ensembles, an alternative approach consists of training
each base learner with a standard individual loss with the addition of an ensemble-level regulariza-
tion term designed to manage diversity. This often consists of an f-divergence between the learners’
predictive distributions. Examples include the pairwise χ2-divergence [17], KL-divergence, but
between the learner and the ensemble [18], and a computationally efficient, kernelized approxima-
tion of Renyi-entropy [19]. Another prominent regularization approach is based on the seminal idea
of negative correlation learning (NCL) which penalizes individual learners through a correlation
penalty on error distributions [20, 21]. This penalty weakens the relationship with other learners
and controls the trade-off between bias, variance, and covariance in ensemble learning [22]. Recent
works have adapted NCL for improved computational efficiency with large base learners [23] and
attempt to generalize NCL beyond the regression setting [24]. [25] encourages ensemble diversity
in weight and functional space using a “repulsive” term while other works show that a single learner
can be viewed as an ensemble with diversity encouraged implicitly (e.g. [26, 27]). The efficient
BatchEnsemble [28] can also be characterized as an ensemble-aware individual training approach.

Joint training. This refers to the case where the ensemble’s predictions are optimized directly as
if it were a single model. Intuitively, one might naturally expect joint training to outperform the
previously discussed methods as it directly optimizes (at training time) the test metric of all three
approaches - ensemble loss. Empirically, however, this is not the case as joint training achieves
inferior performance in general. [29] reported poor results when joint training averages the base
learners’ output scores but excellent performance when they are averaged at the log-probability or
loss levels. However, later work showed that the two alleged success cases were, in fact, implement-
ing independent training rather than joint training unbeknownst to the authors [30]. This later work
also reported poor generalization for score-averaged ensembles. We provide a detailed clarifica-
tion and gradient analysis in Appendix E. Elsewhere, [31] experienced poor performance from joint
training for both score and probability averaging. Concurrently to this work, [32, 33] also found that
joint training consistently resulted in worse empirical performance. To put the matter to rest, we
demonstrate these issues with joint training in the next section.

3 Empirically Evaluating Joint Training

In this section, we briefly demonstrate the effect that we investigate throughout this work. That is,
when evaluating the ensemble loss at test time, optimizing for that same ensemble loss objective at
training time (i.e. joint training) is less effective than optimizing each of the base learners indepen-
dently (i.e. independent training). We do this by performing a straightforward comparison of the
two methods. We compare the test set performance of independent and joint training on ImageNet
[34]. We consider several architectures as base learners of an ensemble of various sizes determined
by computational limitations. We report test set top-1 and top-5 accuracy for both independently
and jointly trained ensembles. These results are included in Table 1. Complete experimental details
for all experiments in this work are provided in Appendix B.

Here, we observe the counter-intuitive phenomenon that independently trained ensembles consis-
tently outperform jointly trained ensembles, despite all models being evaluated using the joint ob-
jective. This is consistent with previous works that have attempted to apply joint training [30, 31].
In the following sections, we will proceed to investigate and explain this effect through the lens of
ensemble diversity.

Summary: Joint training performs considerably worse than independent training in practice.
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Table 1: Joint training on ImageNet. We compare independent to joint training across a range of
architectures trained from scratch on the ImageNet dataset. Top 1 & 5 test accuracy is reported for
both methods, where independent training consistently performs better.

Base learner Number of
learners

Independent Joint
Top-1 Top-5 Top-1 Top-5

ResNet-18 [35] 5 68.10% 88.43% 62.74% 84.03%
ResNet-34 [35] 3 73.11% 91.25% 68.91% 88.01%
DenseNet [36] 3 70.62% 89.51% 60.81% 81.35%

ShuffleNet V2 (0.5×) [37] 10 61.00% 81.94% 53.41% 74.88%
ShuffleNet V2 (1×) [37] 5 68.56% 87.64% 61.96% 81.56%
SqueezeNet V1.1 [38] 5 56.25% 78.65% 42.69% 65.24%

MobileNet V3-small [39] 5 67.43% 86.82% 57.34% 78.30%
MobileViT [40] 3 61.29% 82.84% 54.69% 76.79%

4 Diversity in Ensemble Learning

To understand the limitations of joint training, we will need to examine the joint objective through
the lens of diversity. In this section, we argue for a unified definition of diversity which generalizes
much of the existing literature on the subject.

4.1 Preliminaries

We begin with some notation. We consider ensembles made up of M individual learners. The j’th
individual learner maps an input x ∈ Rp to a d-dimensional output space such that fj : Rp → Rd

and attempts to learn some regression target(s) y ∈ Rd or, in the case of classification, labels which
lie on a probability simplex ∆d. Without loss of generality, we can refer to y ∈ Y . We primarily
consider combining individual learner predictions into a single ensemble prediction as a weighted
average

∑M
j=1 wjfj(x) = f̄(x) where wj ∈ R denotes the scalar weights. Although not strictly

required for much of this work, we will generally assume that these weights satisfy the properties∑M
j=1 wj = 1 and wj ≥ 0 ∀ j, ensuring that each individual learner can be interpreted as predicting

the target. Scalars are denoted in plain font and vectors in bold. We generally drop the dependence
on x in our notation such that individual and ensemble predictions are denoted fj and f̄ respectively.
Finally, we formalize the respective losses of the ensemble and the base learners in Definition 4.1.

Definition 4.1 (Ensemble and Individual Loss). For a given loss function L : Y2 → R+, we define:

(a) The overall ensemble loss ERR := L(f̄ ,y).

(b) The weighted individual loss of the base learners ERR :=
∑M

j=1 wjL(fj ,y).

Intuitively, ERR measures the predictive performance of the ensemble, while ERR measures the
aggregate predictive performance of the individual ensemble members.

4.2 A Generalized Diversity Formulation

Diversity in regression ensembles. The prevailing view of diversity in regression ensembles began
in [11], which showed that the mean squared error of a regression ensemble can be decomposed into
the mean squared error of the individual learners and an additional ambiguity term which measures
the variance of the individual learners around the ensemble prediction showing∑

j

wj(fj − f̄)2 =
∑
j

wj(fj − y)2 − (f̄ − y)2,

DIV = ERR − ERR.
(1)

This decomposition provides an intuitive definition of diversity whilst also showing that a jointly
trained ensemble, that is one that simply optimizes ERR, encourages diversity by default due to it
being baked into the objective. Later work from the evolutionary computation literature proposed
an apparently alternative measure of diversity called Negative Correlation Learning, which argues
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that lower correlation in individual errors is equivalent to higher diversity [21]. The apparent dis-
agreement between these two seemingly valid views on diversity was resolved when it was shown
that they are in fact equivalent up to a scaling factor of the diversity term [22].

Generalized diversity. Motivated by the regression case, we will argue that the difference between
the individual and ensemble errors has a natural interpretation as the diversity among the predictions
of the ensemble members for any twice (or more) differentiable loss function. In fact, this gen-
eralizes several existing notions of diversity proposed throughout the literature for specific cases.
Specifically, we define diversity as in Definition 4.2 and will proceed to justify this definition in
what follows.

Definition 4.2 (Diversity). The diversity of an ensemble of learners (DIV) is the difference between
the weighted average loss of individual learners and the ensemble loss:

DIV := ERR − ERR

Diversity in classification ensembles. It is natural to next verify that this definition is appropriate in
the classification setting. We proceed by concretely deriving the diversity term in this setting. There
are two standard methods for aggregating base learners’ predictions into a single ensemble predic-
tion in classification. Averaging at the score (preactivation) level and averaging at the probability
level. We address each of these in turn.

1⃝ Score averaging. We consider a classification task with target distribution y ∈ Y ∈ ∆d with d
classes, and consider ensembling by averaging the base learners’ scores, before applying the nor-
malizing map ϕ (typically a softmax). We define pj : X → ∆d ≡ ϕ ◦ fj as the normalized pre-
dictive distribution for learner j and q̄ = ϕ ◦ f̄ the predictive distribution for the ensemble, where
f̄ =

∑M
j=1 wjfj as before. In this setting, it can be shown [41] that

DIV =

M∑
j=1

wjDKL(y||pj)−DKL(y||q̄) =
M∑
j=1

wjDKL(q̄||pj),

where DKL is the KL-divergence. Intuitively, this diversity term measures the weighted diver-
gence between each ensemble member’s predictive distribution and the full ensemble’s predictive
distribution, a sensible expression for diversity. It should be noted that this decomposition holds
for normalizing functions beyond the softmax [30]. Specifically, this exact expression holds for all
exponential family normalization functions with score averaging. This allows the diversity decom-
position described in this work to apply to disparate settings as demonstrated by its recent application
in modeling diversity among the Poisson spike train outputs of spiking neural networks [42].

2⃝ Probability averaging. This setting diverges from score averaging by setting the ensem-
ble predictive distribution p̄ to be the average of the base learners’ probabilities such that p̄ =∑M

j=1 wj(ϕ ◦ fj). This is a more natural strategy, averaging the scale-invariant probabilities while
also providing each base learner with unique gradients during backpropagation (see a detailed gra-
dient analysis in Appendix E). The resulting expression for diversity is included in Theorem 4.3.

Theorem 4.3. For a probability averaged ensemble classifier, trained using cross-entropy loss LCE

with k⋆ ∈ K denoting the ground truth class, diversity is given by

DIV =

M∑
j=1

wjLCE(y,pj)− LCE(y, p̄) =

M∑
j=1

wj · y(k⋆) log
p̄(k⋆)

pj(k⋆)

Proof. Please refer to Appendix C.3.

Remark 4.4. It is not immediately obvious that this expression has a natural interpretation as di-
versity. However, in Appendix C.3 we show it to be well aligned with the notion of diversity used
throughout this work by analysis of the distribution of pj(k⋆) around p̄(k⋆).

Beyond the KL-divergence family, alternative loss functions also result in sensible diversity expres-
sions. Brier score, expressed as (p̄ − y)T (p̄ − y), can be shown to obtain DIV =

∑
j wj(p̄j −

p)T (p̄ − pj), the variance of the base learner probabilities around the ensemble probabilities [4].

5



For 0-1 loss and the case of majority voting, diversity is also measured by the disagreement between
the (categorical) predictions of the base learners and the ensemble prediction [43].

Diversity in a general setting. The previous paragraphs verified the diversity definition introduced
in Definition 4.2 to be a sensible interpretation for several common loss functions. A more general
question can be asked — Is DIV reasonable for any choice of loss functions? The answer is yes, and
this turns out to be no coincidence. To demonstrate why, we analyze the properties of the diversity
expression for any twice differentiable loss function and discover a general form that permits a clear
interpretation as diversity. To do so, we present Theorem 4.5, a multidimensional generalization of
one proposed in [44] which, in turn, generalizes our notion of diversity and analysis of joint training
to practically any loss function.
Theorem 4.5. [Diversity for General Loss] For any loss function L : Y2 → R+ with dim(Y) ∈ N∗

that is at least twice differentiable, the loss of the ensemble can be decomposed into

DIV =
1

2

M∑
j=1

wj (fj − f̄)⊺ · HL
f (f

∗
j ,y) · (fj − f̄)

with f∗j = f̄ + cj(fj − f̄),

where HL
f is the Hessian of L with respect to its first argument and some cj ∈ [0, 1] for all j ∈ [M ].

Proof. Please refer to Appendix C.2.

Here, the measure of diversity is obtained by performing a Taylor expansion on the loss of the
output of fi near the ensemble output f̄ and using Lagrange’s remainder theorem to obtain an exact
equality. Additionally, f∗i is an uncertain number, which approaches a constant in the limit. This
diversity admits the same interpretation as the variance of learners around the ensemble, but is now
weighted by a term dependent on the second derivative of the loss function.

One can easily verify that this generalized definition encompasses the uni-dimensional MSE ambi-
guity decomposition in Equation (1), where L′′(f∗

i , y) = 2. Similarly, the multidimensional MSE
L(f ,y) = ∥f − y∥22 leads to the Hessian HL

f = 2I, where I is the identity matrix on Y . From this,
we get the multi-dimensional generalization DIV =

∑
j wj∥fj − f̄∥2 ≥ 0. Importantly, diversity

has the same non-negative property (DIV ≥ 0) for any loss function with semi-positive definite Hes-
sian HL

f ⪰ 0, such that ensemble performance is always better than individual learner performance.
Another typical example is the classification loss L(f ,y) = −y⊺ log f . Here, it is trivial to show
that HL

f (f ,y) = diag(y ⊘ f2), where ⊘ denotes the component-wise division. Again, this Hessian
matrix is positive semi-definite for y, f ∈ ∆d so that DIV ≥ 0. Revisiting our previous question, we
verify that, for at least twice-differentiable loss functions (e.g. logistic loss: L = log(1 + exp−yf )
& exponential loss: L = exp−yf ), DIV admits a generalized interpretation as the variance of indi-
vidual predictors around ensemble prediction. This makes a robust case for Definition 4.2, which
provides a principled estimate of diversity (as opposed to heuristic measures) and can be easily
obtained by calculating the difference between ensemble loss and weighted average learner loss.

Summary: The difference between independent loss and joint loss has a natural interpretation as
diversity, providing a robust generalization of much of the existing literature.

5 An Augmented Objective

Given this generalized definition of diversity, one might naturally consider placing a scalar weighting
on its contribution, resulting in an augmented training objective. In fact, such an approach has
already been applied for special cases of diversity including regression [22], score averaging [30],
and, concurrently to this work, in [33, 32]. Throughout our experiments, we will consider this
augmented objective in Equation (2), allowing us to analyze the effects of smoothly transitioning
between independent and joint training.

Lβ(f̄ ,y) := ERR − β · DIV

= (1− β) · ERR + β · ERR.
(2)

When β = 0, this amounts to training each learner independently (i.e. independent training) and
β = 1 corresponds to optimizing the loss of the ensemble as a whole (i.e. joint training). Clearly,
intermediate values of β can be interpreted as interpolating between the two.
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When examining Equation (2), one might be tempted to encourage more diversity by setting β > 1.
Previous work by Brown et al. [45] showed that, in the case of regression, optimization can become
degenerate for larger values of β, proving an upper bound of β < M

M−1 . More recently, [30] showed
that in the case of score averaged ensembles using their modular loss, the ensemble loss ERR was
unbounded from below for β > 1 – i.e. DIV can trivially be increased faster than its corresponding
increase in ERR, thus (superficially) minimizing the loss. In Theorem 5.1 we generalize this same
bound on β to all loss functions and further include the case of probability-averaged ensembles.

Theorem 5.1. [Pathological Behavior for β > 1] We consider a target set Y = Rd or Y ⊂ Rd

being a compact and convex subset of Rd. Let L : Y2 → R+ be a continuous and finite function on
the interior int(Y2). We assume that the loss is not bounded from above on Y2 in such a way that
there exists y ∈ int(Y) and a sequence (yt)t∈N ⊂ Y such that L(yt,y) → +∞ for t → ∞. If
β > 1, then the augmented loss Lβ defined in Equation (2) is not bounded from below on Y2.

Proof. Please refer to Appendix C.4.

Remark 5.2. Note that we consider the case where Y is a compact and convex subset of Rd to
include classifiers, for which the target set is a probability simplex ∆d−1.

As a consequence of the above theorem, one needs to impose the tighter bound β ≤ 1 in order to
have a well-defined optimization objective. Furthermore, intermediate values where β ∈ (0, 1) may
have an additional interpretation beyond interpolating between independent and joint training. In
Appendix D we show that, in the regression setting, Lβ is exactly equivalent to applying independent
training while adjusting the targets to account for the errors of the ensemble as measured by its
gradient. We derive an exact equivalence between β in Lβ and the magnitude of the adjustment of
the target in this gradient-adjusted target setting.

Summary: An interpolation between independent training and joint training is a well-motivated and
useful objective but, to avoid pathological behavior, one should not extrapolate to higher diversity.

6 Why Does Joint Training Fail?

Given the universal interpretation of diversity developed in the previous sections paired with its ex-
clusive impact on the joint training objective, we now turn our attention to answering the question
- why does joint training of deep ensembles perform worse than independent training? Some pre-
vious works have attempted to partially address this question. [29] suggested that score averaging
fails as the softmax function “distorts” the averages. However, little evidence exists to support this
claim. When faced with the same issue, [31] suggested the issue could be due to score averaged
ensemble members receiving identical gradient values. We address this point in a gradient analysis
in Appendix E, where we (a) point out that the optimal solution to joint objective would still achieve
equal or lower loss for score averaging, and (b) show that probability averaged ensemble members
receive variable gradient expressions and still suffer from poor performance. Finally, [30] noticed
vastly different test set performances among the base learners which they referred to as model dom-
inance. Indeed, this is a symptom of the underlying issue with joint training which we describe and
verify throughout the rest of this section. The explanation we propose for the poor empirical results
achieved by joint training consists of two claims:

Claim 1: the additional diversity term in the joint learning objective (Equation (2)) results in a dual
objective. The DIV term can always be artificially inflated if multiple learners collude to bias their
predictive distributions in opposing directions which cancel out in aggregate and, therefore, is easily
maximized across the training data. We refer to this phenomenon as learner collusion.

Claim 2: while learner collusion can still minimize the loss on the training data, this solution may
contain little genuine diversity resulting in a solution that achieves worse generalization than inde-
pendent training. In Appendix F, we provide a detailed illustrative example of learner collusion for
the regression case from an optimization perspective.

In Section 6.1 we empirically demonstrate this learner collusion effect is emergent. Then, in Sec-
tion 6.2, we show that the low training loss achieved by learner collusion generalizes poorly onto
unseen data. Finally, in Section 6.3, we establish the practical implications of learner collusion on
standard tasks.

7



6.1 Diagnosing Learner Collusion

In this section, we focus on claim 1 and empirically investigate the extent to which learner collusion
does occur. Recall that the effect being investigated is that a subset of non-diverse base learners can
trivially adjust their similar, or even identical, predictions to appear diverse (i.e. Figure 1). If learner
collusion does indeed take place we suggest that the following three effects should be observable
empirically: (1) the relative magnitude of diversity should be excessive relative to the ensemble loss,
(2) if we remove constant output biases from the individual learners, the ensemble diversity should
decrease significantly, and (3) learners should become highly dependent on each other such that
removing a small subset of base learners is detrimental to the ensemble performance. We investigate
each of these effects in turn.

We perform these experiments on four tabular datasets of the style upon which ensemble methods
typically excel [46]. Here we focus on regression as it offers the most controlled setting to isolate the
learner collusion phenomenon (see Appendix F), but in later experiments we demonstrate its effects
in the classification setting too. We smoothly interpolate between independent and joint training
using the augmented objective controlled by β from Section 5. We report mean ± one standard
deviation evaluated on a test set throughout. An extended description of the experimental protocol
for these experiments is provided in Appendix B.

Diversity explosion. We begin with the most simple expected effect of learner collusion, that the
relative magnitude of diversity is excessive with respect to the ensemble loss. The results are in-
cluded in Figure 2 where we note a sharp increase in diversity for the joint objective. Specifically,
we note that mean test set diversity remains relatively low for most values of β but quickly explodes
as β → 1 to levels that are often significantly greater than the mean squared error of the ensemble
predictions. This indicates that the base learners’ variation around their own mean is much greater
than the ensemble’s variation around the label.
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Figure 2: Diversity explosion. Test set diversity explodes relative to MSE across four datasets. We note
two further empirical phenomena: (1) the non-linear relationship between β and diversity which we discuss
further in Appendix D and (2) the minimal effect diversity has on the test MSE on the Facebook dataset which
is discussed in Appendix F.

Debiased diversity. We now proceed to the second postulated effect of learner collusion. Although
learners could perform learner collusion on a per-example basis, the most straightforward form of
this behavior would be learners that bias their predictions without any dependence on the example
at hand. To investigate the extent to which this trivial form of collusion does occur we apply a post
hoc debiasing to each of the individual learners in the ensemble which affects the trade-off between
ERR and DIV without affecting ERR. Specifically, we adjust learner j’s predictions such that

f debiased
j (xi) = fj(xi)− bj

= fj(xi)−

(
1

N

N∑
i=1

fj(xi)−
1

N

N∑
i=1

f̄(xi)

)
.

In Appendix C.1 we prove that the debiasing term bj is the optimal diversity minimizer that keeps
the ensemble predictions unchanged. In Figure 3 we show that applying this technique significantly
reduces the ensemble’s apparent diversity to far more reasonable values. In general, we find that this
typically removes around half of the ensemble’s diversity at the joint training region (β = 1). While
example-dependent collusion could also emerge, these results already indicate that a significant
proportion of the apparent diversity in jointly trained ensembles is due to an artificial biasing of
outputs.
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Figure 3: Bias removal. The percentage of diversity explained by the most simple form of learner collusion
across each dataset. In the region where learner collusion appears to occur (β → 1), a large proportion of the
diversity can be explained by simple additive bias in the predictions.

Learner codependence: The final effect we predicted to emerge due to learner collusion is an exces-
sive codependence among the base learners. If individual learners are engaging in learner collusion,
the removal of a subset of these learners at test time should be catastrophic to the performance of the
ensemble. This is because a learner producing excessive errors needs to be counterbalanced by other
learners performing similar errors in the opposite direction, otherwise the ensemble predictions will
be influenced by the poorly performing base learners. To test this we consider dropping a fraction of
the individual learners at test time and evaluate the resulting ensemble performance. This is similar
to experiments performed in [30], although from a very different perspective. In Figure 4 we present
the results of randomly applying various levels of test time base learner dropout 100 times for each
model and report the average resulting increase in test set error. These results clearly show that such
a procedure is detrimental to ensemble performance at precisely the levels of β at which we have
hypothesized learner collusion to occur, while having only minimal impact elsewhere.
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Figure 4: Learner codependence. Applying various levels of base learner dropout at test time and observing
the relative increase in MSE. As β → 1, dropping a subset of learners causes a greater increase in test error
suggesting the occurrence of learner collusion.

Summary: Extensive empirical evidence confirms that training with the joint objective results in
learner collusion.

6.2 Learner Collusion Generalizes Poorly
Given that we have shown that learner collusion emerges from joint training, we now proceed to
examine the second claim. That is, although learner collusion does not prevent the training loss
from being minimized, the solution it obtains will generalize more poorly than an independently
trained ensemble with non-trivial diversity. This claim is more straightforward to investigate and
only requires a comparison of the difference between the training and testing loss curves over the
course of training. The difference between the two, which we refer to as the generalization gap,
captures the drop in performance when a model transitions from training to testing data.
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Figure 5: Generalization gaps. Joint training re-
sults in a larger generalization gap (Ltest(f̄ ,y) −
Ltrain(f̄ ,y)) than independent training, despite
both methods reporting test performance using the
joint objective.

For this experiment, we return to the more stan-
dard machine learning benchmark of classification
on the CIFAR tasks as introduced in Section 3. On
each dataset we train a joint model (ERR) and an
independent model (ERR) and report the generaliza-
tion gap of ensemble loss for both methods over the
course of training. We repeat this six times and in-
clude a shaded region representing ±2 standard er-
rors. The results are included in Figure 5 where we
consistently find that joint training displays a signifi-
cantly larger generalization gap as training proceeds.
This is strongly suggestive of a much greater ten-
dency towards overfitting in the jointly trained model
while the independently trained model’s generaliza-
tion gap plateaus at a much lower level. We provide
further analysis of the distinct training and testing curves in Appendix G.

Summary: Learner collusion caused by joint training (ERR) results in greater overfitting exhibited
by a larger generalization gap.
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6.3 Practical Implications

We have now described the phenomenon of learner collusion caused by the joint training of deep
ensembles, empirically verified its existence, and demonstrated how it results in poorer generaliza-
tion. We complete this analysis with an empirical investigation of how learner collusion manifests
in the ensemble performance on standard machine learning tasks. We use the augmented objec-
tive, Lβ as described in Section 5, to examine the effects of smoothly increasing the level of joint
training in the objective on CIFAR-10/CIFAR-100 with ResNet architectures. We also examine the
validation performance of the ensemble and base learners throughout training on ImageNet. Results
are provided in Figure 6. We also provide extensive additional results in Appendix G confirming
the generality of this degeneracy. There we consider: larger ensembles, score-averaging, alternative
models, additional datasets, and ERR as a metric. Complete experimental details are provided in
Appendix B.
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Figure 6: Practical implications of learner collusion. Left: Test accuracy with increasing diversity in the
objective on CIFAR-10/100 with ResNets. Right: Validation accuracy throughout training ResNet-18 base
learners on ImageNet. Jointly trained ensembles (β = 1) perform significantly worse than independently
trained ensembles (β = 0).

Consistently across all experiments, we find that joint training (β = 1) results in the worst test set
performance. We also note the poor performance among base learners in this regime, highlighting
that inflating diversity comes at the cost of degenerate individual performance. Interestingly, across
all of our experiments learner collusion typically emerges as β → 1 implying that partial joint
training may be a feasible direction for future work. However, in general, independent training
emerges as a primary choice of training strategy for deep ensembles.

7 Conclusion

In this work, we have provided a detailed account explaining the unexpected observation that jointly
trained deep ensembles are generally outperformed by their independently trained counterparts de-
spite joint training being the objective of interest at test time. We presented a comprehensive view
of diversity in machine learning ensembles through which we analyzed the joint training objective.
From this perspective, we uncovered a learner collusion effect in which non-diverse base learners
collude to artificially inflate their apparent diversity. Empirically, we both isolated this phenomenon
and demonstrated its catastrophic effect on model generalization. Finally, the practical consequences
of this limitation were exposed for standard machine learning settings. Note that we also provide
a visual summary of this work and its technical contributions in Appendix A. We hope that future
work will investigate how to optimize deep ensembles to operate collaboratively whilst avoiding
the degeneracies of learner collusion. In Appendix G.7 we include a negative result of our initial
attempts in this direction. However, several promising avenues remain open (e.g. jointly optimizing
worst-case bounds instead [47, 48]).
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Tangos: Regularizing tabular neural networks through gradient orthogonalization and special-
ization. arXiv preprint arXiv:2303.05506, 2023.

[28] Yeming Wen, Dustin Tran, and Jimmy Ba. Batchensemble: an alternative approach to efficient
ensemble and lifelong learning. arXiv preprint arXiv:2002.06715, 2020.

[29] Anuvabh Dutt, Denis Pellerin, and Georges Quénot. Coupled ensembles of neural networks.
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A Paper Summary

Background - Section 2
Categorizes the three forms of ensemble training:
independent training, ensemble-aware individual
training and joint training (the focus of this work)
and relates these concepts to existing literature.

Empirically Evaluating Joint Training - Section 3
Empirically demonstrates the surprising effect in-
vestigated throughout this work - the joint training
of deep ensembles fails in practice.

• Results of an empirical comparison
between the two objectives in Table 1.

- Section contributions
- Technical contributions

Diversity in Ensemble Learning - Section 4
Introduces and justifies a unified definition of en-
semble diversity which acts as a foundation for
understanding the limitations of joint training due
to its role in the joint objective.

• An expression for diversity in the case of
probability averaging in Theorem 4.3.

• A general expression for diversity for any
twice differentiable loss function in
Theorem 4.5.

An Augmented Objective - Section 5
Describes an objective that acts as an interpolation
between independent training and joint training and
shows this to be well-motivated and a useful tool
for later analysis.

• A tight upper bound on diversity in the
learning objective in Theorem 5.1.

• An equivalence between the augmented
objective Lβ and gradient adjusted
independent training in Appendix D.

Why Does Joint Training Fail? - Section 6
Hypothesizes an explanation for the failure of joint
training - learner collusion. Comprehensively
demonstrates the existence, generalization conse-
quences and practical implications of this effect.

• A gradient analysis of ensemble
aggregation methods in Appendix E.

• Empirical discovery of learner collusion in
Figures 2, 3 & 4.

• Demonstration of generalization
consequences in Figure 5.

• Investigation of collusion implication on
practical benchmark tasks in Figure 6.

Figure 7: A condensed description of this work and its main contributions.

B Experimental Details

Empirically Evaluating Joint Training (Section 3). This section compares training using cross-
entropy loss as the objective applied to each learner’s predictions independently (independent train-
ing) and to the ensemble’s aggregated predictions (joint training). As described in the main text,
we compare the test set performance of these two training methods using various popular archi-
tectures on ImageNet [34] evaluating the joint objective on the validation set. Specifically, we use
the architectures cited in Table 1 with ensemble size determined by computational limitations. We
use implementations from [49] except for MobileViT where the implementation is from [40]. Base
learners’ are aggregated using their probability outputs (i.e. probability averaging in Section 4.2).
We use the standard ImageNet training-validation splits. For all models, we adjusted the following
hyperparameters to optimize performance: learning rate, learning rate scheduler (and corresponding
decay factor, gamma and frequency), momentum, and weight decay. Batch size was typically set to
128 but was divided by a multiple of 2 for larger base learners. We train models with early stopping
and patience of 15 test set evaluations which occur after every 2000 batches. We apply stochastic
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gradient descent as our optimizer. We apply standard preprocessing and augmentations consisting
of input standardization, random crops, and random horizontal flips.

Diagnosing Learner Collusion (Section 6.1). These experiments investigate the performance of
ensembles of multi-layer perceptrons on four regression datasets from the UCI machine learning
repository [50]. These are Bioconcentration [51], Weather [52], Facebook [53], and Abalone [54].
Standard preprocessing is applied to each dataset including standardization of the features and tar-
gets, one hot encoding of categorical features, and log transformation of skewed features. Due to
the smaller size of these tabular datasets, these experiments are less computationally expensive and,
therefore, we perform hyperparameter optimization using Bayesian optimization for each run. For
each run, we apply 20 iterations of Bayesian optimization searching over the following parameters.
Learning rate ∈ {0.01, 0.005, 0.001}, batch size ∈ {16, 32, 64}, weight decay ∈ {0, 0.01, 0.001},
number of base learners ∈ {5, 10, 15, 20}, hidden layer neurons ∈ {10, 20, 30}, and number of hid-
den layers ∈ {1, 2, 3}. Additionally, the ReLU activation function is used with mean squared error
loss. At each run, 20% of the data is randomly used for testing with the remaining data being further
split into training and validation with an 80/20 ratio. Each ensemble is trained with early stopping
with patience of 5 epochs. The best-performing hyperparameters are selected based on validation set
performance and then retrained on the train/validation data for all values of β ∈ {0, 0.1, . . . , 0.9, 1}
and evaluated on the test set. This is repeated for 10 runs. The mean ± a standard deviation is
provided in our results.

In Figure 2 we report test set ERR and DIV as MSE and Diversity respectively. In Figure 3 we report
the percentage decrease in test set DIV for each value of β after the debiasing process described in
the main text. In Figure 4, for each model being evaluated on the test set we randomly drop a
percentage of the base learners p ∈ {0.2, 0.4, 0.6} and report the mean increase in test set ERR
(ensemble mean squared error).

Learner Collusion Generalizes Poorly (Section 6.2). This section uses a similar experimental
setting as Section 6.3 on the CIFAR datasets, as described in detail in the next paragraph. The
key difference is using Adam optimizer [55] without learning rate decay to evaluate performance
smoothly over the course of training. We train for a fixed period of 100 training epochs. We note that
this number of training epochs is only for our analysis as the best validation performance generally
occurs significantly earlier. We also only use the standard training/testing split as a third split is not
required. In Figure 5 we report the difference in ERR measured on the training set vs the test set
over the course of training and refer to this metric as the generalization gap. This can be expressed
as Ltest(f̄ ,y) − Ltrain(f̄ ,y) where the loss function is cross-entropy loss. Further results from this
experiment are provided in Appendix G.

Practical Implications (Section 6.3). In Figure 6 (right) we use the same experimental setup as
in Section 3. In the two left-side plots we train and evaluate on CIFAR-10 and CIFAR-100 [56].
We train ensembles of either ResNet-18 or ResNet-34 [35] as base learners with each ensemble
consisting of five learners. Base learners are again aggregated using their probability outputs (i.e.
probability averaging in Section 4.2). We use the standard training and testing splits with an ad-
ditional 80/20 split on the training data to provide a validation set in order to ensure our test set
performance is independent of implicit bias from the training process. We use a similar learning
schedule as proposed in [35]. Specifically, we train for 80 epochs using stochastic gradient descent
with momentum of 0.9. The learning rate is initialized at 0.1 and exponentially decays at a rate of
0.2 at epochs [30, 50, 70]. We apply weight decay of 5e− 4. Validation performance is evaluated at
each epoch with the best-performing model across all 80 epochs evaluated on the test set. A batch
size of 128 was used. We repeat each experiment for a total of six runs and report the mean and two
standard errors in our results. We apply standard preprocessing and augmentations consisting of
input standardization, random crops, random horizontal flips, and random rotations. The key differ-
ence in the left figure is that instead of only training deep ensembles using independent training and
joint training, we now also consider a hybrid objective using the augmented objective for Section 5.
We train this objective for β ∈ {0, 0.2, 0.4, 0.6, 0.8, 1} and report accuracy evaluated on the test set
in the figure. In the right figure, we provide the validation set accuracy of both ImageNet models
throughout training. We provide both the performance of the individual learners and the aggregate
ensemble performance.

Additional experiments from this section are provided in Appendix G. Unless otherwise stated,
results reported in the appendix are aggregated over three runs.
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Compute. All experiments are run on Azure NCv3-series VMs powered by NVIDIA Tesla V100
GPUs with 16GB of GPU VRAM.

C Proofs

C.1 Optimal Debiasing

We hypothesize that the predictions of each learner in the ensemble is associated with a bias term bj
which cancel in aggregate but significantly affect our measure of diversity. This is the most simple
conceivable form of learner collusion and in this section we prove that the debiasing term used in
Section C.1 is optimal for this purpose.

We begin by noting that for these biasing terms to not affect the aggregated ensemble prediction we
require that

∑
j(fj − bj) =

∑
j fj and therefore we require that

∑
j bj = 0. Then we wish to find

the set of such bias terms that minimize the standard diversity, DIV, of the ensemble over the data.
Combining these two requirements we arrive at the optimization objective in Equation (3) for an
ensemble of size M with N examples.

min
b1,...,bM

1

N ·M

N∑
i=1

M∑
j=1

(fj(xi)− bj − f̄(xi))
2 subject to

M∑
j=1

bj = 0. (3)

By the method of Lagrange multipliers we obtain M + 1 equations for the M values bj and the
Lagrange multiplier λ

∇bj

1

N ·M

N∑
i=1

M∑
j=1

(fj(xi)− bj − f̄(xi))
2 − λ∇bj

M∑
j=1

bj = 0 ∀ j, (4)

M∑
j=1

bj = 0. (5)

Solving equation 4 for an arbitrary bj , we obtain

λ = − 2

N ·M

N∑
i=1

(fj(xi)− bj − f̄(xi))

=⇒ bj =
λ ·M
2

+
1

N

N∑
i=1

(fj(xi)− f̄(xi)). (6)

And subbing into equation 5

M∑
j=1

(
λ ·M
2

+
1

N

N∑
i=1

(fj(xi)− f̄(xi))

)
= 0

λ ·M2

2
+

M

N

N∑
i=1

(f̄(xi)− f̄(xi)) = 0

λ = 0.

Finally, we can substitute λ = 0 back into equation 6 to obtain the solution

bj =
1

N

N∑
i=1

(fj(xi)− f̄(xi)) ∀ j.
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C.2 General Diversity Expression for Multidimensional Outputs

Theorem 4.5. [Diversity for General Loss] For any loss function L : Y2 → R+ with dim(Y) ∈ N∗

that is at least twice differentiable, the loss of the ensemble can be decomposed into

DIV =
1

2

M∑
j=1

wj (fj − f̄)⊺ · HL
f (f

∗
j ,y) · (fj − f̄)

with f∗j = f̄ + cj(fj − f̄),

where HL
f is the Hessian of L with respect to its first argument and some cj ∈ [0, 1] for all j ∈ [M ].

Proof. We follow the same approach taken in [44] but extend their proof to account for a mul-
tidimensional output space. For each j ∈ [M ], we define the curve γj : [0, 1] → Y by
γj(t) = L[f̄ + t · (fj − f̄),y] for all t ∈ [0, 1]. We note that L(fj ,y) = γj(1). Since the loss
L is at least twice differentiable, we can perform a first-order Taylor expansion around t = 0 with
Lagrange remainder:

γj(1) = L[f̄ ,y] +∇⊺
fL[f̄ ,y] · (fj − f̄) +

1

2
(fj − f̄)⊺ · HL

f (f
∗
j ,y) · (fj − f̄),

with f∗j defined as in the theorem statement. We note that this expression for γj(1) is exact for any
twice differentiable loss thanks to the Lagrange’s remainder theorem (see e.g. p.878 of [57]). We
deduce the following formula for the average loss over the learners:

ERR =

M∑
j=1

wjL(fj ,y)

=

M∑
j=1

wjγj(1)

= L[f̄ ,y]︸ ︷︷ ︸
ERR

+∇⊺
fL[f̄ ,y] ·

���
���

��*
0

M∑
j=1

wj · (fj − f̄) +
1

2

M∑
j=1

(fj − f̄)⊺ · HL
f (f

∗
j ,y) · (fj − f̄),

where the second term vanishes due to the identity
∑M

j=1 wjfj = f̄ . Since DIV = ERR − ERR,
this proves the theorem.

C.3 Probability Averaged Diversity Term for Classification

Theorem 4.3. For a probability averaged ensemble classifier, trained using cross-entropy loss LCE

with k⋆ ∈ K denoting the ground truth class, diversity is given by

DIV =

M∑
j=1

wjLCE(y,pj)− LCE(y, p̄) =

M∑
j=1

wj · y(k⋆) log
p̄(k⋆)

pj(k⋆)
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Proof.

DIV =

M∑
j=1

wjLCE(y,pj)− LCE(y, p̄)

=

M∑
j=1

wjDKL(y||pj) +H(y)−DKL(y||p̄)−H(y) (where H is entropy)

=

M∑
j=1

wj

∑
k∈K

y(k) log
y(k)

pj(k)
−
∑
k∈K

y(k) log
y(k)

p̄(k)

=

M∑
j=1

wj

∑
k∈K

y(k) log
p̄(k)

pj(k)

=

M∑
j=1

wj · y(k⋆) log
p̄(k⋆)

pj(k⋆)

Interpretation. This expression has a sensible interpretation as the diversity of a probability-
averaged ensemble. Examining this expression of diversity:

DIV =

M∑
j=1

wj · y(k⋆) log
p̄(k⋆)

pj(k⋆)
,

where k⋆ is the true class, and we note that this expression’s only non-zero contribution comes from
the predictions of the ground-truth class. We now view pj(k

⋆) as coming from a distribution of
probabilities and assume that pj(k⋆) is distributed around p̄(k⋆) following a Beta distribution with
its mean at p̄(k⋆), i.e. pj(k

⋆) ∼ Beta(α, β), where E[pj(k⋆)] = p̄(k⋆). Consequently, we can
examine the expected value of the term with respect to ensemble learners as follows:

Epj(k⋆)

[
log

p̄(k⋆)

pj(k⋆)

]
= Epj(k⋆)[log p̄(k

⋆)]− Epj(k⋆)[log pj(k
⋆)]

≈ Epj(k⋆)[log p̄(k
⋆)]− logEpj(k⋆)[pj(k

⋆)] +
V[pj(k⋆)]

2Epj(k⋆)[pj(k⋆)]2

= log p̄(k⋆)− log p̄(k⋆) +
V[pj(k⋆)]
2p̄(k⋆)2

=
V[pj(k⋆)]
2p̄(k⋆)2

=
αβ

(α+ β)2(α+ β + 1)2p̄(k⋆)2

=
µ(1− µ)

(1 + ϕ)2p̄(k⋆)2

=
p̄(k⋆)(1− p̄(k⋆))

(1 + ϕ)2p̄(k⋆)2

where the approximation is from taking a second order Taylor expansion around pj0(k
⋆) =

Epj(k⋆)[pj(k
⋆)] to approximate Epj(k⋆)[log pj(k

⋆)]. The fourth line is due to a reparameteriza-
tion of the Beta distribution in terms of mean µ and precision ϕ parameters with α = ϕ · µ and
β = ϕ(1 − µ). Using this reparameterization, we arrive at an expression that emits an intuitive
interpretation— that for a fixed p̄, the smaller the value of ϕ (conversely, the larger the variance), the
larger the expected value of diversity.
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Furthermore, we might ask if this expression of diversity in Theorem 4.3 is connected to an
information-theoretic quantity as in the score averaging case . While this expression does not take
the form of any divergence term that the authors of this work are aware of, the following link can be
made.

M∑
j=1

wj

∑
k∈K

y(k) log
p̄(k)

pj(k)

=

M∑
j=1

wj

∑
k∈K

y(k)
p̄(k)

p̄(k)
log

p̄(k)

pj(k)

=

M∑
j=1

wjEp̄(k)

[
y(k)

p̄(k)
log

p̄(k)

pj(k)

]

=

M∑
j=1

wjEp̄(k)

[
γ(k) log

p̄(k)

pj(k)

]
where γ(k) =

y(k)

p̄(k)
,

→
M∑
j=1

wjDKL(p̄||pj) as γ → 1.

Therefore, as the ensemble predictive distribution approaches the label distribution, the diversity
term approaches the weighted average of the KL-divergence between the ensemble predictive distri-
bution and each of the base learner predictive distributions, analogous to the equivalent expression
of the score averaged ensemble.

C.4 Pathological loss for β > 1

Theorem 5.1. [Pathological Behavior for β > 1] We consider a target set Y = Rd or Y ⊂ Rd

being a compact and convex subset of Rd. Let L : Y2 → R+ be a continuous and finite function on
the interior int(Y2). We assume that the loss is not bounded from above on Y2 in such a way that
there exists y ∈ int(Y) and a sequence (yt)t∈N ⊂ Y such that L(yt,y) → +∞ for t → ∞. If
β > 1, then the augmented loss Lβ defined in Equation (2) is not bounded from below on Y2.

Proof. Case 1. We first consider the case where Y = Rd. Without loss of generality, we consider
an ensemble such that w1, w2 > 0. We fix fj = 0 ∈ Y for all 2 < j ≤ M . We then consider the
following sequence of learners: (f1,t)t∈N = (yt)t∈N and (f2,t)t∈N = (−w1w

−1
2 yt)t∈N. We note that

for all t ∈ N, the ensemble prediction equals zero f̄t = (w1yt−w2w
−1
2 w1yt+0) = 0. The ensemble

loss is therefore constant and finite ERRt → L(0,y) < +∞ as t → ∞ since (0,y) ∈ int(Y2). On
the other hand, we have that the average loss diverges as ERRt ≥ w1L(yt,y) → +∞ as t → ∞.
We deduce that the augmented loss is not bounded from below when β > 1 as β ·ERRt + (1− β) ·
ERRt → −∞ for t → ∞.

Case 2. We now consider the case where Y ⊂ Rd is a compact and convex subset of Rd. Without
loss of generality, we consider an ensemble such that 0 < w1 < 1. Since Y is compact, it is
closed and admits a topological boundary that we denote ∂Y . Since the loss is finite on the interior
int(Y2), our assumption implies that the loss admits a singular point (y∞,y) with y∞ ∈ ∂Y .
We fix fj = y for all 1 < j ≤ M . For the first learner, we consider a sequence (f1,t)t∈N+ with
f1,t = t−1 ·y+(1−t−1) ·y∞. We trivially have that f1,t → y∞ for t → ∞, so that L(f1,t,y) → ∞.
Hence, once again, we have that the average loss diverges as ERRt ≥ w1L(f1,t,y) → +∞ as
t → ∞. It remains to show that the ensemble loss ERR is finite. We note that the ensemble
prediction also defines a sequence (f̄t)t∈N+ such that for all t ∈ N+

f̄t = w1 · [t−1 · y + (1− t−1) · y∞] + y ·
M∑
j=2

wj

= [1 + w1 · (t−1 − 1)] · y + [w1 · (1− t−1)] · y∞.
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We deduce that f̄t ∈ Y as it is a convex combination of y and y∞. Furthermore, we trivially have
that f̄t → f̄∞ = (1 − w1) · y + w1 · y∞ as t → ∞. We shall now demonstrate that f̄∞ ∈ int(Y)
and conclude. We note that, since y ∈ int(Y), there exists an open ball B[y, r] of radius r ∈ R+

centered at y such that B[y, r] ⊆ Y . Let us now consider the open ball B[f̄∞, (1−w1) · r]. We note
that any y′ ∈ B[f̄∞, (1− w1) · r] is of the form

y′ = f̄∞ + (1− w1) · v
= (1− w1) · (y + v) + w1 · y∞,

where v ∈ B[0, r]. Clearly, (y + v) ∈ B[y, r] ⊆ Y , hence y′ ∈ Y as it is a convex combination of
two elements of Y . We deduce that B[f∞, (1− w1) · r] ⊆ Y , which implies that f∞ ∈ int(Y). We
conclude that ERRt → L(f̄∞, y) by continuity of the loss on int(Y2). We also know that L(f̄∞,y)
is finite as (f̄∞,y) ∈ int(Y2). We deduce that the augmented loss is not bounded from below when
β > 1 as β · ERRt + (1− β) · ERRt → −∞ for t → ∞.

D Gradient Adjusted Targets

Throughout this work we have discussed the two extremes of training neural network ensembles. In-
dependent training, where each ensemble member is trained independently and joint training where
the predictions of the ensemble as a whole is optimized. We have also shown that interpolating be-
tween these two extremes via the parameter β can result in an effective hybridization. In this section,
we provide an alternative interpretation of these intermediate values of β as an optimization objec-
tive. In particular, we show that the hybrid objective can in fact be interpreted as an independently
trained ensemble in which the targets y are adjusted by the gradient of the ensemble.

Specifically, in the case of mean squared error we can adjust the true target y by a step in the opposite
direction to the gradient. Then each individual learner fi will have its target adjusted to compensate
for the errors of the full ensemble. The size of this step is determined by the parameter α. This
results in the gradient adjusted target (GAT) objective in Equation (7). Note that throughout this
section we consider scalar regression but, of course, these results would hold for multiple outputs
by applying the same reasoning to each output.

LGAT(fi, ỹ) =
1

M

M∑
j=1

(fi − ỹ)2, (7)

where ỹ = y − α · g

and g =
∂

∂f̄

(
1

2
(f̄ − y)2

)
.

Conveniently, it can be shown that applying individual training with this GAT objective is equivalent
to using the hybrid objective described in equation 2 where the step size α has a similar effect to the
interpolation parameter β.

Theorem D.1 (Residual adjusted mean squared error). The ensemble gradient adjusted mean
squared error objective

1

M

M∑
i=1

(fi − (y − α

M

M∑
j=1

(fj − y)))2, (8)

is proportional to ERR − (1− 1
(α+1)2 ) · DIV.
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Proof.

1

M

M∑
i=1

(fi − (y − α

M

M∑
j=1

(fj − y)))2

=
1

M

M∑
i=1

(fi − y + α · f̄ − α · y)2

=
1

M

M∑
i=1

((fi − f̄) + (1 + α)(f̄ − y))2

=
1

M

M∑
i=1

[
(fi − f̄)2 + (1 + α)2(f̄ − y)2 + 2 · (1 + α)(fi − f̄)(f̄ − y)

]
=

[
DIV + (1 + α)2 ERR︸︷︷︸

=ERR−DIV

+ 0
]

∝ ERR −
(
1− 1

(1 + α)2

)
· DIV

When we take no gradient step at α = 0, this is equivalent to β = 0 or independent training. As we
take a larger gradient step we approach joint training noting that as α → ∞ we find β → 1. Should
we choose to take a step of exactly the gradient itself (i.e. α = 1), it is equivalent to hybrid training
with β = 0.75.

Alternatively, we might wish to only consider the M − 1 other members of the ensemble in our
gradient step g. In this case we might consider f̄−i = 1

M−1

∑M−1
j ̸=i fj rather than f̄ . Again, we find

that this can be expressed in terms of ERR and DIV. We begin with a prerequisite in Lemma D.2
and then proceed in Theorem D.3 to show that there is also an exact equivalence in the M − 1 case
to augmented objective Lβ described in Section 5.

Lemma D.2.
M∑
j

(f̄ − fj)(y − fj) = M ·DIV. (9)

Proof.

M∑
j

(f̄ − fj)(y − fj)

= −
M∑
j

fj(f̄ − fj)

= −M · f̄2 +

M∑
j

f2
j

= −M · f̄2 +

M∑
j

(fj − f̄)2 +M · f̄2

=

M∑
j

(fj − f̄)2

= M ·DIV.
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Theorem D.3 (M−1 residual adjusted mean squared error). The M−1 ensemble gradient adjusted
mean squared error objective

1

M

M∑
i=1

(fi − (y − α

M − 1

M∑
j ̸=i

(fj − y)))2, (10)

is equivalent to ERR − γ · DIV up to a scalar constant where γ = α
(α+1)2 · M((α+2)M−2(α+1))

(M−1)2 .

Proof.

1

M

M∑
i=1

(fi − (y − α

M − 1

M∑
j ̸=i

(fj − y)))2

=
1

M

M∑
i=1

(fi − y +
α

M − 1

M∑
j ̸=i

fj − α · y)2

=
1

M

M∑
i=1

(
α ·M
M − 1

f̄ +
M − 1− α

M − 1
fi − (1 + α) · y)2

=
1

M

M∑
i=1

(
α ·M
M − 1

(f̄ − fi) + (1 + α)fi − (1 + α) · y)2 (using: 1 + α− α ·M
M − 1

=
M − 1− α

M − 1
)

=
1

M

M∑
i=1

(
α ·M
M − 1

(f̄ − fi)− (1 + α) · (y − fi))
2

=

(
α ·M
M − 1

)2

DIV + (1 + α)
2
ERR− 2 · α

M − 1
(1 + α)

M∑
i=1

(f̄ − fi)(y − fi)

=

(
α ·M
M − 1

)2

DIV + (1 + α)
2
ERR− 2 · α

M − 1
(1 + α) ·M ·DIV (using Lemma D.2)

= (1 + α)2 · ERR− αM((α+ 2)M − 2(α+ 1))

(M − 1)2
·DIV.

While the scalar γ might initially appear unwieldy, at closer inspection it performs a similar function
to the full ensemble gradient equivalent in Proposition D.1. The key difference being that this term
also accounts for the ensemble size M and ensures that smaller ensembles have a higher weighting
on diversity. This relationship is visually depicted in Figure 8 where we again observe a sensible
connection to hybrid training at various values of β.
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α = 0

Figure 8: M− 1 gradient adjusted targets. γ (equivalent to β in the augmented objective Lβ) as
a function of ensemble size M and gradient step size α. Again we observe a sensible relationship
between α and γ.
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Investigating the relationship of β and diversity via GAT. In the regression experiments in Fig-
ure 2 one might intuitively have expected diversity to increase linearly with β. Instead, we observe
a sharp increase in diversity as β → 1. The GAT perspective described in this section may provide
some insight into why this relationship takes this form. Recall that the β term from the augmented
objective in Equation (2) is related to the α term the GAT objective in Theorem D.1 according to
β = (1− 1

(1+α)2 ). We include a visualization of this relationship in Figure 9. This illustrates that the
gradient step α grows exponentially as β → 1 resulting in each individual learner having their tar-
gets biased excessively (given that the targets are standardized in these experiments) to account for
the ensemble errors. This exponential increase in the bias in the targets would appear to be related
to the simultaneous increase in diversity at the same point.
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Figure 9: Understanding the non-linear increase in diversity with β. Increasing β in our aug-
mented objective is exactly equivalent to individual training with the targets adjusted to account for
the errors of the ensemble by a step size of α. The relationship between these two terms is given
by β = (1− 1

(1+α)2 ) which we visualize in this plot. Thus the gradient step α grows exponentially
as β → 1 resulting in each individual learner having excessive biases dominate their targets which
coincides with an exponential increase in diversity.

E Gradient Analysis of Classification Ensemble Averaging Methods

On the claims of [31]. We begin by taking a closer look at the claims of [31] where, using their
notation, they presented the following equation for an equally weighted ensemble using either output
averaging or probability averaging.

∂ℓ

∂xi
=

∂ℓ

∂µ

∂µ

∂xi
=

∂ℓ

∂µ

1

N
,

where µ(x1, · · · ,xN) = 1
N

∑N
i=1 xi represents the averaging of a set of N model outputs and ℓ is

some loss function.

The authors claimed that, because this expression does not depend on i, the “gradients back-
propagated into all ensemble members are identical”. On this basis, they argued that this “lack
of gradient diversity” combined with numerical stability issues explains the poor performance of
joint training. We wish to make two points on this claim. (1) Contrary to what is claimed, this
constant gradient effect is only true in the case of score averaging and is not true for probability
averaging which also performs poorly under joint training. (2) Even in the case of score averag-
ing, although all ensemble members receive the same gradient signal, that signal is a function of
the ensemble performance under joint training and the individual performance under independent
training. Therefore the joint training optimal solution would still maximize ensemble performance
if we could obtain the optimal solution.

We begin with the first point (1). If each xi represents the scores of each ensemble member and we
presume that the softmax activation ϕ is baked into ℓ, then this is the score-averaged classification
setting, and the author’s expression holds. However, if we wish to consider the probability averaged
setting, then the averaging function should in fact be µ(x1, · · · ,xN) = 1

N

∑N
i=1 ϕ(xi) and the

derivative takes the following form.

24



∂ℓ

∂xi
=

∂ℓ

∂µ

∂µ

∂ϕ(xi)

∂ϕ(xi)

∂xi
=

∂ℓ

∂µ

1

N

∂ϕ(xi)

∂xi
.

It is clear that the final term in this expression is indeed a function of xi and therefore each learner
can receive unique gradients in the case of probability averaging.

With respect to the second point (2), we can simply note that the loss term ℓ is a function of just xi in
independent training and all x1, · · · ,xN in joint training. Concretely, we note that the gradient with
respect to learner i should be expressed as ∂ℓ(xi)

∂xi
for independent training and as ∂ℓ(µ(x1,··· ,xN))

∂xi
for

joint training. This should clarify that although the learners could potentially have constant gradients
in the case of joint training, they are still optimizing the correct objective and, therefore, the constant
nature of these gradients would not in itself explain why the joint training objective results in poorer
ensemble performance. We argue that a better explanation lies in the observation that the additional
diversity term in the joint objective surprisingly results in poorer solutions is the observation that
these multivariate entangled objectives result in an optimization problem that is significantly more
challenging to solve in practice. In other words, individual training performs better as it results in a
better solution to a slightly sub-optimal objective.

A gradient analysis of cross-entropy loss. Here we extend the previous gradient analysis by com-
paring the exact gradients obtained for independent training, probability-averaged joint training and
score-averaged joint training in the case of cross-entropy loss. We use the following notation. fj,k
is the pre-activation output, or score, for learner j of class k. ϕ is the softmax function with ϕ(fj)k
referencing the the k’th element of the softmax function applied to the vector fj . L is the loss
function.

We summarize the objectives for the three cases in Table 2. The columns correspond to the training
method (independent vs joint) paired with the output averaging method (probability vs score). The
first row corresponds to a general loss function, while the others are the specific cases of cross-
entropy loss. The third row is simply re-expressing the second row by considering the true class k⋆
such that yk⋆ = 1.

Table 2: Ensemble loss functions. A summary of primary loss functions used throughout this work.
The first row corresponds to the expressions for a general loss function, while the following rows
contain equivalent expressions for cross-entropy loss. Note that the final row is just expressing the
previous row with the correct class k⋆ replacing the sum.

Independent training Joint training
Output aggregation Both Probability averaging Score averaging

General loss Lind = 1
M

∑
j L(ϕ(fj), y) Lpa = L( 1

M

∑
j ϕ(fj), y) Lsa = L(ϕ( 1

M

∑
j fj), y)

Cross-entropy
loss − 1

M

∑
k

∑
j yk log (ϕ(fj)k) −

∑
k yk log

(
1
M

∑
j ϕ(fj)k

)
−
∑

k yk log
(
ϕ( 1

M

∑
j fj)k

)
Cross-entropy
loss (k = k⋆) − 1

M

∑
j log (ϕ(fj)k⋆) − log

(
1
M

∑
j ϕ(fj)k⋆

)
− log

(
ϕ( 1

M

∑
j fj)k⋆

)

Now we evaluate the gradient of each training method and output averaging combination with re-
spect to an arbitrary learner i for an arbitrary class k. We begin with the case of independent training.

∂Lind

∂fi,k
= − 1

M

∂

∂fi,k

∑
j

log (ϕ(fj)k⋆) = − 1

M

∂
∂fi,k

ϕ(fi)k⋆

ϕ(fi)k⋆

=

− 1
M · (1− ϕ(fi)k⋆) if k = k∗,

1
M · ϕ(fi)k if k ̸= k∗.

Next we examine the equivalent gradients of the joint training objective with probability averaged
predictions.
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∂Lpa

∂fi,k
= − ∂

∂fi,k
log

 1

M

∑
j

ϕ(fj)k⋆

 = −
∂

∂fi,k
ϕ(fi)k⋆∑

j ϕ(fj)k⋆

=


−ϕ(fi)k⋆ (1−ϕ(fi)k⋆ )∑

j ϕ(fj)k⋆
if k = k∗,

ϕ(fi)kϕ(fi)k⋆∑
j ϕ(fj)k⋆

if k ̸= k∗.

Finally, we calculate the same gradients for the case of score averaging.

∂Lsa

∂fi,k
= − ∂

∂fi,k
log

ϕ(
1

M

∑
j

fj)k⋆

 = −
∂

∂fi,k
ϕ( 1

M

∑
j fj)k⋆

ϕ( 1
M

∑
j fj)k⋆

=

− 1
M ·

(
1− ϕ( 1

M

∑
j fj)k⋆

)
if k = k∗,

1
M · ϕ( 1

M

∑
j fj)k if k ̸= k∗.

From these gradients, we can draw the following conclusions for a given ensemble member fi.

• Independent training - Each member receives a variable gradient that is a function of their
own predictions but not the predictions of the rest of the ensemble. The gradient for learner
fi takes the form g(fi).

• Joint training with probability averaging - Each member receives a variable gradient that
is a function of their own predictions and the predictions of the other ensemble members.
The gradient for learner fi takes the form g(i, f1, · · · , fM ).

• Joint training with score averaging - Each member receives a constant gradient that is a
function of their own predictions and the predictions of the other ensemble members. The
gradient for learner fi takes the form g(f̄).

F Learner Collusion in Regression

In this section, we provide an illustrative example of the learner collusion effect in the case of regres-
sion with mean squared error. We begin by recalling the relevant decomposition from Equation (1)
for an equally weighted ensemble.

ERR = ERR − DIV,

(f̄ − y)2 =
1

M

∑
j

(fj − y)2 − 1

M

∑
j

(fj − f̄)2. (11)

Without loss of generality, we consider each base learner to predict some ensemble prediction f ∈ R
and a learner-dependent scalar adjustment cj ∈ R such that fj = f + cj . We also write 1

M

∑
j cj =

c̄. It is straightforward to check that Equation (11) can then be expressed as

ERR =
1

M

∑
j

(f − y + cj)
2 − 1

M

∑
j

(cj − c̄)2,

= (f − y)2 +
1

M

∑
j

c2j +
1

M

∑
j

cj(f − y)︸ ︷︷ ︸
ERR

− 1

M

∑
j

(cj − c̄)2︸ ︷︷ ︸
DIV

.

Setting aside f , we focus on the optimization of the cj’s. We note that in the setting of independent
training where we only minimize ERR, the unique minimum is achieved when cj = 0 ∀ j.
However, when we add the additional DIV term, this changes. When optimizing the joint objective,
ERR, any solution satisfying c̄ = y−f will minimize this loss. This is exactly learner collusion. We
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note that as we optimize on training data, loss typically approaches zero, and c̄ → 0. Furthermore,
if we were to require that the two terms ERR and DIV should be relatively, approximately equal, we
note that this would only occur as the cj terms become large. Specifically, ERR ≈ DIV as |cj | → ∞.
While this analysis illustrates how artificial diversity may emerge in the regression setting, we note
that this is still not guaranteed to result in poor test performance in all cases. One such example
is the Facebook dataset in Figure 2 where the test mean squared error is largely unaffected by this
excessive diversity. In this case, it appears that almost the entire predictive is contained within a
single feature resulting in no benefit from true diversity and, therefore, no substantial impact due to
learner collusion

Finally, we highlight that during independent training, the learners are not aware of each other’s
predictions and, therefore, the premise that there would be a single shared ensemble prediction can
not hold. In this case, all diversity will be due to external factors such as random initialization and
improved performance over a single model can be explained by standard ensemble theory [e.g. 1, 2].
In the case of joint training, the premise that the ensemble produces a single prediction disguised as
multiple predictions (i.e. fj = f + cj where 1

M

∑
j cj = 0) is plausible and even likely. However, if

this is the case, then clearly there is no genuine diversity among the learners implying that overfitting
and poor generalization may become more likely.

G Additional Results

G.1 Generalization Gap Loss Plots

This section provides an extended analysis of the experiments investigating the generalization con-
sequences of learner collusion discussed in Section 6.2. Figure 10 provides the same generalization
gap plots from Figure 5, but decomposed into the training and testing loss. For analysis purposes, we
trained these models for 100 epochs, but this plot highlights that convergence occurs much earlier.
These results reveal that the generalization gap is caused by both a slower training set convergence in
addition to a greater test set loss. This slower convergence may in part be due to the two terms of the
joint objective (β = 1) competing against each other in the direction of their gradient updates. More
concerning is the larger test set loss. This indicates that the solution achieved as training loss even-
tually becomes low, generalizes much more poorly than the solution achieved by the independent
training objective (β = 0).
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Figure 10: Train & test loss. The jointly trained model (β = 1) converges more slowly on the
training set and reaches a solution that generalizes more poorly than the independent objective (β =
0).

We also provide a decomposition of the loss into individual error (ERR) and diversity (DIV) on
both the training set (Figure 11) and the test set (Figure 12). From the training plots, it appears
that the joint objective (β = 1) maximizes diversity early in training before beginning to minimize
individual error later. This aligns with the learner collusion effect we describe in Section 6.1 as it
is trivial to inflate diversity while minimizing the individual error requires solving the true objective
of the task. The test set decomposition in Figure 12 reinforces that the solutions obtained with joint
training generalize poorly beyond the training data.
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Figure 11: Train loss decomposition. The training loss decomposed into diversity (DIV) and
individual error (ERR) highlights that diversity is trivially inflated early in the training process
when joint training is applied (β = 1).
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Figure 12: Test loss decomposition. The test loss decomposed into diversity (DIV) and individual
error (ERR) reinforces that optimizing for learner collusion does not generalize effectively onto a
test set.

G.2 Larger Ensembles

In Figure 13 we reproduce the experiments with ResNet-18 base learners from Figure 6 (left) but
with a larger ensemble such that M = 10. We observe that, while there is a small improvement
in test accuracy, the shape of the curves with increasing β are consistent with those of the smaller
ensemble.
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Figure 13: Larger ensembles. Identical experiments with larger ensembles (M = 10) result in a
similar trend in the accuracy curves.

G.3 Score Averaging

Figure 14 includes the results of repeating the experiments in the top row of Figure 6 using score-
averaging rather than probability averaging as described in Section 4.2. Similarly to previous works,
we find that joint training performs poorly in this setting too. We also note that test set performance
is similar to that of probability averaging on both datasets.

G.4 CNN Ensembles

We repeat the experiments described in Section 6.3 with ensembles consisting of base learners with
a vanilla convolutional neural network architecture. The architecture of each of these base learners
is provided in Table 3. Dropout with probability 0.1 is applied throughout the network during
training. Furthermore, we apply Adam optimizer [55] with learning rate 0.001 and early stopping
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Figure 14: Score averaging. This objective also performs significantly worse when applying joint
training (β = 1).

with patience of 5 epochs. Otherwise, all experimental parameters are consistent with those previous
experiments. We apply this ensemble to CIFAR-10 with ensembles of size M = 5 and M = 10 with
results provided in Figure 15. The results of this experiment are consistent with those of previous
architectures and we again note the poor test set performance of the jointly trained model (β = 1).
Interestingly, we find in both cases that the lowest test loss is achieved at interpolating values of β
as achieved by the augmented objective Lβ as described in Section 5.

Table 3: Vanilla Convolutional Neural Network Architecture.

Layer Type Hyperparameters Activation Function

Conv2d Input Channels:3 ; Output Channels:10 ; Kernel Size:5 ; Stride:2 ; Padding:1 ReLU

Conv2d Input Channels:10 ; Output Channels:20 ; Kernel Size:5 ; Stride:2 ; Padding:1 ReLU

Flatten Start Dimension:1

Linear Input Dimension: 500 ; Output Dimension: 50 ReLU

Linear Input Dimension: 50 ; Output Dimension: 10
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Figure 15: CNN ensembles. Standard architectures achieve similarly poor results for joint training
(β = 1) but obtain their lowest test loss at intermediate values (β ∈ (0, 1)) using Lβ .

G.5 SVHN with VGG architecture

In this experiment we repeat the experiments in Section 6.3 on the SVHN dataset [58] using a VGG
style architecture [14]. We report the exact architecture in Table 4. Again, we use ensembles of size
5. We use the same optimization protocol as applied to the ResNet-based ensembles as reported in
Appendix B. Consistent with all previous experiments we observe that joint training again results in
degenerate performance in this setting.

G.6 ERR as a metric

For completeness we report the ERR test set performance corresponding to the experiments in Fig-
ure 6 (left). We note that this is exactly the ensemble loss which is optimized at β = 1. This is
useful to report as it is the exact quantity being optimized during training. Consistent with all pre-
vious results, performance is worst as β → 1 (i.e. as we approach optimizing for the metric being
reported).
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Table 4: VGG Architecture.

Layer Type Hyperparameters Activation Function Dropout rate

Conv2d Input Channels:3 ; Output Channels:64 ; Kernel Size:3 ; Stride:1 ; Padding:1 BN & ReLU 0.3

Conv2d Input Channels:64 ; Output Channels:64 ; Kernel Size:3 ; Stride:1 ; Padding:1 BN & ReLU 0

MaxPool2d Kernel Size:2 ; Padding:2

Conv2d Input Channels:64 ; Output Channels:128 ; Kernel Size:3 ; Stride:1 ; Padding:1 BN & ReLU 0.4

Conv2d Input Channels:128 ; Output Channels:128 ; Kernel Size:3 ; Stride:1 ; Padding:1 BN & ReLU 0

MaxPool2d Kernel Size:2 ; Padding:2

Conv2d Input Channels:128 ; Output Channels:256 ; Kernel Size:3 ; Stride:1 ; Padding:1 BN & ReLU 0.4

Conv2d Input Channels:256 ; Output Channels:256 ; Kernel Size:3 ; Stride:1 ; Padding:1 BN & ReLU 0.4

Conv2d Input Channels:256 ; Output Channels:256 ; Kernel Size:3 ; Stride:1 ; Padding:1 BN & ReLU 0

MaxPool2d Kernel Size:2 ; Padding:2

Conv2d Input Channels:256 ; Output Channels:512 ; Kernel Size:3 ; Stride:1 ; Padding:1 BN & ReLU 0.4

Conv2d Input Channels:512 ; Output Channels:512 ; Kernel Size:3 ; Stride:1 ; Padding:1 BN & ReLU 0.4

Conv2d Input Channels:512 ; Output Channels:512 ; Kernel Size:3 ; Stride:1 ; Padding:1 BN & ReLU 0

MaxPool2d Kernel Size:2 ; Padding:2

Conv2d Input Channels:512 ; Output Channels:512 ; Kernel Size:3 ; Stride:1 ; Padding:1 BN & ReLU 0.4

Conv2d Input Channels:512 ; Output Channels:512 ; Kernel Size:3 ; Stride:1 ; Padding:1 BN & ReLU 0.4

Conv2d Input Channels:512 ; Output Channels:512 ; Kernel Size:3 ; Stride:1 ; Padding:1 BN & ReLU 0

MaxPool2d Kernel Size:2 ; Padding:2 NA

Flatten Start Dimension:1 0.5

Linear Input Dimension: 512 ; Output Dimension: 512 BN & ReLU 0.5

Linear Input Dimension: 512 ; Output Dimension: 10 0
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Figure 16: VGG ensembles on SVHN data. The same phenomenon emerges when we consider an
alternative VGG style architecture on the SVHN dataset.

G.7 Learner dropout as a resolution

In this section we provide a negative result in which we attempt to resolve learner collusion by
randomly removing a subset of base learners from the ensemble at each batch during training. The
hypothesis is that if we drop a sufficiently large portion of base learners but still perform joint
training on the remainder, this should remove the ability to deterministically collude and, therefore,
cause inflated diversity to be actively harmful even on the training data. One might hope that this
would cause the ensemble to avoid this degeneracy. In what follows we provide the details of this
experiment.

We repeat the setup on CIFAR-10 with ResNet-18 architecture as described earlier in the paper. We
train each model using the joint objective, but at each batch we drop a proportion p ∈ [0, 0.2, 0.4, 0.6]
of randomly selected learners from the ensemble. We then investigate if this (a) reduces collusion
and (b) improves ensemble performance. The results of this experiment are included in Figure 18.
We find that dropping learners does indeed significantly reduce the diversity score indicating a re-
duction in learner collusion (although a reasonably large proportion of learners is required to be
dropped). Unfortunately, the improvement in performance by reducing collusion is negated by a de-
crease in individual performance due to the base learners becoming weaker on average. The reason
why is apparent once we notice that by dropping a base learner from some proportion of batches,
this is exactly equivalent to bootstrapping. While bootstrapping has been effective for ensembles
of weak learners (e.g. random forest) it has already been shown to be harmful for deep ensem-
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Figure 17: Loss plots. Corresponding ensemble loss (ERR) for the results presented in Figure 6
(left).

bles [12]. Unfortunately, this resolution appears to only reduce the effect of learner collusion by
simultaneously harming the performance of the ensemble due to bootstrapping.

Proposing methods to overcome learner collusion is a valuable but non-trivial direction for future
work that we and, we hope, others in the research community will pursue. We believe that the
comprehensive diagnosis of the issue we have presented in this work will provide a foundation for
future methodological progress.
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Figure 18: Investigating learner dropout. We evaluate randomly dropping a subset of learners dur-
ing training to remedy the learner collusion effect. We repeat the setup on CIFAR-10 with ResNet-18
architecture from Figure 6 with β = 1 but at each training batch, we drop a proportion of learners
in [0.0, 0.2, 0.4, 0.6]. We find that, while this seemingly does reduce learner collusion, the benefit is
negated by a decrease in individual performance due to base learners becoming weaker on average.
Results are reported over 5 runs.
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