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Search: Supplementary Material441

A Policy Network Architecture and Hyperparameter Details442

Recall that the policy network π is composed of two parts : (1) a task specific prediction module,443

and (2) a task-agnostic search module. The task specific prediction module consists of an encoder444

e(x;η) that maps the aerial image x to a low-dimensional latent feature representation z, and a grid445

prediction network p(z, o;κ) that predicts the probabilities of grids containing a target by leveraging446

the latent semantic feature z and the outcomes of previous search queries o. Note that the task specific447

prediction module is represented as f(x, o, θ) = p(z = e(x;η), o;κ), where θ = (η, κ). Following448

[6], we use frozen ResNet-34, pre-trained on ImageNet, followed by a learnable 1 × 1 convolution449

layer with a ReLU activation as a feature extraction component of the task specific prediction module450

that we refer as encoder e(.). We then combine the latent semantic feature z with the previous query451

information o. We apply the tiling operation in order to convert o into a representation with the same452

dimensions as the extracted features z, enabling us to effectively apply channel-wise concatenation453

of latent image feature and auxiliary state feature while preserving the grid specific spatial and query454

related information. This combined representation is then fed to a grid prediction network comprises455

of a 1 × 1 convolution layer, flattening, and a MLP block consists of 2 fully connected layer with456

ReLU activations. Note that the output of grid prediction network is of dimension N . We finally457

apply sigmoid activation to each output neuron to convert them into a probability value representing458

the probability of the grids containing target. The proposed policy architecture is depicted in figure 2459

of the main paper.460

We re-shape the output of task specific prediction module by converting it back from 1D to 2D461

of shape (m × n) = N before feeding it to the task agnostic search module g(.) that takes the462

following three inputs: (1) the reshaped 2D output of the task specific prediction module, which is463

the probabilities of grids containing target; (2) the remaining search budget B, which is a scalar but464

we apply tiling to the scalar budget B to transform it to match the size of the reshaped 2D output of465

the task specific prediction module; (3) we also apply the tiling operation to o in a way that allows us466

to concatenate the features (z, o,B) along the channels dimension to finally obtain the combined467

representation that serves as a input to task agnostic search module. The task agnostic search module468

is composed of a flattening, a MLP block consists of 2 fully connected layer with ReLU activations,469

and a final softmax layer to convert the output to a probability distribution that guides us in selecting470

the grid to query next.471

In Table 5, we detail the architecture of task specific prediction module (f ) of PSVAS policy network.472

In Table 6, we detail the architecture of task agnostic search module (g) of PSVAS policy network.473

Note that, the task specific prediction module and task agnostic search module remains unchanged in474

MPS-VAS framework.475

Table 5: Task Specific Prediction Module Architecture with number of grid cell N = (m × n)
Layers Configuration o/p Feature Map size
Input RGB Image 3 × 3500 × 3500

Encoder ResNet-34 512 × 14 × 14

Conv1 Channel:N; kernel size:1 × 1 N × 14 × 14

2D MaxPool Pooling size:2 × 2 N × 7 × 7

Tile1 Grid State (o) N × 7 × 7

Channelwise Concat Conv1,Tile1 (2N) × 7 × 7

Conv2 Channel:3; kernel size: 1 × 1 3 × 7 × 7

Flattened Conv2 147

FC1+ReLU (147− > 2N ) 2N

FC2+Sigmoid (2N− > N ) N
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Table 6: Task Agnostic Search Module Architecture with number of grid cell N = (m × n)
Layers Configuration o/p Feature Map size

Input 1 2D Reshape of Task Specific Prediction Module Output 1 ×m × n

Input 2: Tile2 Grid State (o) 1 ×m × n

Input 3: Tile3 Query Budget Left (B) 1 ×m × n

Input: Channelwise Concat Input 1, Input 2, Input 3 (3) ×m × n

Flattened Input: Channelwise Concat K = (3) ×m × n

FC1+ReLU (K− > 2N ) 2N

FC2+Softmax (2N− > N ) N

In MPS-VAS-MQ framework, the network architecture of task specific prediction module remains476

unaltered, but the additional dependence of task agnostic search module (g) on ψ enforce a slight477

modification of its architecture as detailed in Table 7.478

Table 7: Task Agnostic Search Module Architecture in multi query setting with number of grid cell
N = (m × n)

Layers Configuration o/p Feature Map size

Input 1 2D Reshape of Task Specific Prediction Module Output 1 ×m × n

Input 2: Tile2 Grid State (o) 1 ×m × n

Input 3: Tile3 Query Budget Left (B) 1 ×m × n

Input 4: Tile4 Encoded Locations of the queried Grid cells (ψ) 1 ×m × n

Input: Channelwise Concat Input 1, Input 2, Input 3, Input 4 (4) ×m × n

Flattened Input: Channelwise Concat D = (4) ×m × n

FC1+ReLU (D− > 2N ) 2N

FC2+Softmax (2N− > N ) N

We use a learning rate of 10−4, batch size of 16, number of training epochs 200, and the Adam479

optimizer to train the policy network in all experimental settings. During Inference, in all experimental480

settings, we update the parameters of task specific prediction module f after each query step using a481

learning rate of 10−4 and the Adam optimizer. We use 1 NVidia A100 and 3 GeForce GTX 1080Ti482

GPU servers for all our experiments.483

B Results with Uniform Query Cost484

B.1 Single Query Setting485

Here we present the results by considering a setting with a single query resource and query costs486

c(i, j) = 1 for all i, j, where C is the number of queries. We evaluate PSVAS and MPS-VAS on the487

xView dataset with varying search budget C ∈ {12,15,18} and the number of grid cells N = 49. We488

train the policy with small car as the target and test the performance of the policy with the following489

target classes : Small Car (SC), Helicopter, Sail Boat (SB), Construction Cite (CC), Building, and490

Helipad. The results are presented in Table 8. We observe noticeable improvement in performance491

of the proposed PSVAS approach compared to all baselines in each different target setting, ranging492

from approximately 0.50 to 52.0% relative to the most competitive E2EVAS baseline. In Table 9, we493

report the results on DOTA dataset with N = 64. In this setting, we train the policy with large vehicle494

as the target and evaluate the performance with the following target classes : Ship, large vehicle (LV),495

Harbor, Helicopter, Plane, and Roundabout. Here, we notice significant improvement in performance496

of PSVAS compared to all the baselines including E2EVAS, ranging from approximately 3.5 to497

25.0%. The effectiveness of the PSVAS framework becomes evident as it allows us to efficiently498

update the task-specific prediction module f by leveraging the crucial supervised information. We499
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also observe a consistent trend, i.e., the performance of MPS-VAS is significantly better than PSVAS500

across different target settings, ranging from approximately 0.6 to 60.0%. The significance of the501

MPS-VAS framework becomes apparent when deploying visual active search in scenarios where the502

search tasks differ substantially from those encountered during training.

Table 8: ANT comparisons when trained with small car as target on xView in single-query setting.
Test with Helicopter as Target Test with SB as Target Test with Building as Target

Method C = 12 C = 15 C = 18 C = 12 C = 15 C = 18 C = 12 C = 15 C = 18

RS 0.41 0.52 0.65 0.62 0.83 0.93 4.74 6.05 7.11
GC 0.44 0.59 0.78 0.73 0.92 0.99 5.45 6.53 7.65
GS [15] 0.47 0.61 0.84 0.78 0.96 1.03 5.68 6.87 8.01
AL [13] 0.43 0.59 0.77 0.72 0.90 0.97 5.44 6.53 7.63
AS [9] 0.44 0.57 0.75 0.70 0.89 0.96 5.32 6.38 7.44
E2EVAS [6] 0.50 0.63 0.92 0.83 1.06 1.10 7.29 8.78 10.14
OnlineTTA[6] 0.50 0.64 0.93 0.84 1.06 1.11 7.29 8.79 10.15
PSVAS 0.91 0.95 1.08 0.97 1.13 1.37 7.30 8.81 10.28
MPS-VAS 1.04 1.13 1.21 1.23 1.50 1.74 7.32 8.83 10.33

Test with CC as Target Test with SC as Target Test with Helipad as Target

Method C = 12 C = 15 C = 18 C = 12 C = 15 C = 18 C = 12 C = 15 C = 18

RS 1.19 1.54 1.81 3.62 4.57 5.51 0.38 0.47 0.61
GC 1.42 1.86 2.19 4.06 4.98 6.03 0.51 0.65 0.83
GS [15] 1.61 2.01 2.33 4.59 5.54 6.71 0.56 0.74 0.96
AL [13] 1.41 1.85 2.17 4.03 4.96 6.02 0.51 0.63 0.82
AS [9] 1.40 1.74 2.09 3.96 4.92 5.97 0.47 0.59 0.77
E2EVAS [6] 1.74 2.10 2.46 5.80 7.02 8.15 0.90 1.06 1.23
OnlineTTA[6] 1.75 2.12 2.46 5.81 7.03 8.15 0.91 1.06 1.23
PSVAS 1.86 2.25 2.61 5.94 7.10 8.19 1.02 1.09 1.26
MPS-VAS 1.97 2.35 2.76 5.99 7.16 8.24 1.07 1.16 1.37
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Table 9: ANT comparisons when trained with large vehicle as target on DOTA in single-query setting.
Test with Ship as Target Test with LV as Target Test with Harbor as Target

Method C = 12 C = 15 C = 18 C = 12 C = 15 C = 18 C = 12 C = 15 C = 18

Random 2.41 3.02 3.95 3.40 4.03 5.14 3.17 3.93 4.78
GC 2.82 3.44 4.27 3.87 4.59 5.55 3.48 4.25 4.98
GS[15] 2.96 3.59 4.48 3.99 4.77 5.67 3.62 4.40 5.07
AL[13] 2.81 3.42 4.26 3.85 4.54 5.51 3.47 4.25 4.97
AS[9] 2.57 3.27 4.03 3.61 4.12 5.26 3.35 4.16 4.92
E2EVAS[6] 3.57 4.42 5.15 6.30 7.65 8.90 4.28 5.21 6.09
OnlineTTA[6] 3.57 4.43 5.15 6.31 7.67 8.90 4.30 5.22 6.10
PSVAS 3.60 4.51 5.23 6.50 7.86 9.22 4.61 5.72 6.87
MPS-VAS 3.79 4.75 5.58 6.51 7.88 9.24 4.90 6.23 7.38

Test with Helicopter as Target Test with Plane as Target Test with Roundabout as Target

Method C = 12 C = 15 C = 18 C = 12 C = 15 C = 18 C = 12 C = 15 C = 18

Random 0.66 0.73 0.82 2.91 3.94 4.74 2.66 3.59 4.37
GC 0.71 0.82 0.89 3.22 4.35 5.07 2.93 3.81 4.59
GS[15] 0.75 0.87 0.97 3.47 4.56 5.25 2.99 3.96 4.73
AL[13] 0.70 0.81 0.88 3.22 4.34 5.07 2.93 3.79 4.59
AS[9] 0.68 0.78 0.86 3.16 4.21 4.97 2.82 3.74 4.51
E2EVAS[6] 0.78 0.96 1.18 4.02 5.07 5.90 4.00 5.05 5.88
OnlineTTA[6] 0.78 0.97 1.19 4.02 5.07 5.91 4.01 5.06 5.88
PSVAS 0.95 1.21 1.49 4.33 5.32 6.44 4.33 5.36 6.41
MPS-VAS 1.10 1.37 1.67 4.52 5.58 6.75 4.51 5.56 6.73

B.2 Multi Query Setting504

In Table 10, we present the results of MPS-VAS-MQ and compare its performance with MPS-505

VAS-TOPK with varying search budget C ∈ {12,15,18} and the number of grid cell N=49. Here,506

we train the policy with small car as the target and evaluate the performance of the policy with507

the following target classes : Small Car (SC), Helicopter, Sail Boat (SB), Construction Cite (CC),508

Building, and Helipad. In table 11, we present similar results with the number of grid cell N = 64.509

In this setting, we train the policy with Large Vehicle as the target and evaluate the policy with the510

following target classes: Ship, Large Vehicle (LV), Harbor, Helicopter, Plane, and Roundabout (RB).511
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We consider K = 3 in all these experiments. We observe a consistent improvement in performance of512

MPS-VAS-MQ over MPS-VAS-TOPK across different target setting, ranging from approximately513

0.1 to 15%. The experimental results indicate that there are additional benefits in learning to capture514

the interdependence in greedy search decisions.515

Table 10: ANT comparisons when trained with small car as target on xView in multi-query setting.
Test with Helicopter as Target Test with SB as Target Test with Building as Target

Method C = 12 C = 15 C = 18 C = 12 C = 15 C = 18 C = 12 C = 15 C = 18

MPS-VAS-TOPK 0.71 0.85 1.04 1.10 1.23 1.47 7.07 8.60 9.98
MPS-VAS-MQ 0.75 0.88 1.08 1.14 1.41 1.53 7.31 8.81 10.21

Test with CC as Target Test with SC as Target Test with Helipad as Target

Method C = 12 C = 15 C = 18 C = 12 C = 15 C = 18 C = 12 C = 15 C = 18

MPS-VAS-TOPK 1.89 2.09 2.50 5.78 6.92 7.98 0.82 0.93 1.10
MPS-VAS-MQ 1.95 2.27 2.68 5.97 7.09 8.16 1.03 1.09 1.23

Table 11: ANT comparisons when trained with large vehicle as target on DOTA in multi-query
setting.

Test with Ship as Target Test with LV as Target Test with Harbor as Target

Method C = 25 C = 50 C = 75 C = 25 C = 50 C = 75 C = 25 C = 50 C = 75

MPS-VAS-TOPK 3.72 4.66 5.49 6.09 7.29 8.54 4.76 6.14 7.31
MPS-VAS-MQ 3.74 4.69 5.54 6.36 7.64 8.79 4.78 6.20 7.32

Test with Helicopter as Target Test with Plane as Target Test with RB as Target

Method C = 25 C = 50 C = 75 C = 25 C = 50 C = 75 C = 25 C = 50 C = 75

MPS-VAS-TOPK 0.88 1.05 1.24 3.95 5.48 6.69 4.32 5.45 6.45
MPS-VAS-MQ 0.90 1.06 1.30 4.02 5.49 6.73 4.39 5.47 6.49

C Results with Different Number of grid cells516

Here, we present the results of PSVAS and MPS-VAS and compare the performance with the most517

competitive E2EVAS approach for different choices of N .518

C.1 Results with Number of Grid cell N = 99519

In this setting, we train the policy with small car as the target and evaluate the performance of the520

policy with the following target classes : Small Car (SC), Helicopter, Sail Boat (SB), Construction521

Cite (CC), Building, and Helipad. In Table 12, we present the results with Manhattan distance522

based query cost in single query setting. The similar results with multi query setting are presented523

in Table 13. In Table 14 and 15, we present the results with uniform query cost in single and multi524

query setting respectively. We notice a very similar trend in performance as observed in the settings525

with other choices of N . Specifically, We observe PSVAS significantly outperforms E2EVAS across526

different target settings, and MPS-VAS further improves the search performance universally. These527

results highlights the effectiveness of our proposed PSVAS and MPS-VAS framework for visual active528

search in practical scenarios when search tasks differ from those that are used for policy training.529

C.2 Results with Number of Grid cell N = 36530

In this setting, we train the policy with large vehicle as the target and evaluate the performance with531

the following target classes : Ship, large vehicle (LV), Harbor, Helicopter, Plane, and Roundabout.532

In Table 16, we present the results with Manhattan distance based query cost in single query setting.533

The results with multi query setting are presented in Table 17. In Table 18 and 19, we present the the534

results with uniform query cost in single and multi query setting respectively. We observe a consistent535

performance trend across various target settings. Specifically, PSVAS consistently outperforms536

E2EVAS in different target settings, and the introduction of MPS-VAS further enhances the search537

performance across the board. These results emphasize the effectiveness of our proposed PSVAS and538

16



Table 12: ANT comparisons when trained with small car as target on xView in single-query setting.
Test with Helicopter as Target Test with SB as Target Test with Building as Target

Method C = 25 C = 50 C = 75 C = 25 C = 50 C = 75 C = 25 C = 50 C = 75

RS 0.01 0.09 0.14 0.23 0.34 0.61 1.41 2.51 3.84
E2EVAS [6] 0.17 0.30 0.39 0.65 1.03 1.34 3.32 5.37 7.05
OnlineTTA[6] 0.17 0.31 0.40 0.66 1.03 1.34 3.32 5.39 7.07
PSVAS 0.39 0.48 0.65 0.71 1.07 1.35 4.31 6.97 9.12
MPS-VAS 0.45 0.55 0.69 0.75 1.08 1.37 4.42 7.18 9.35

Test with CC as Target Test with SC as Target Test with Helipad as Target

Method C = 25 C = 50 C = 75 C = 25 C = 50 C = 75 C = 25 C = 50 C = 75

RS 0.32 0.56 0.87 1.10 2.15 2.96 0.12 0.19 0.29
E2EVAS [6] 0.61 1.03 1.41 2.72 4.42 5.78 0.39 0.44 0.56
OnlineTTA[6] 0.63 1.04 1.41 2.72 4.43 5.79 0.39 0.45 0.56
PSVAS 0.98 1.72 2.19 3.12 5.01 6.40 0.46 0.59 0.74
MPS-VAS 1.01 1.77 2.28 3.34 5.31 6.74 0.51 0.66 0.86

Table 13: ANT comparisons when trained with small car as target on xView in multi-query setting.
Test with Helicopter as Target Test with SB as Target Test with Building as Target

Method C = 25 C = 50 C = 75 C = 25 C = 50 C = 75 C = 25 C = 50 C = 75

MPS-VAS-TOPK 0.40 0.51 0.62 0.69 0.98 1.30 4.29 6.84 8.66
MPS-VAS-MQ 0.42 0.53 0.66 0.71 1.03 1.32 4.33 6.95 8.78

Test with CC as Target Test with SC as Target Test with Helipad as Target

Method C = 25 C = 50 C = 75 C = 25 C = 50 C = 75 C = 25 C = 50 C = 75

MPS-VAS-TOPK 0.96 1.53 2.12 3.19 5.09 6.47 0.45 0.59 0.77
MPS-VAS-MQ 0.98 1.65 2.17 3.25 5.12 6.55 0.47 0.61 0.82

Table 14: ANT comparisons when trained with small car as target on xView in single-query setting.
Test with Helicopter as Target Test with SB as Target Test with Building as Target

Method C = 12 C = 15 C = 18 C = 12 C = 15 C = 18 C = 12 C = 15 C = 18

RS 0.22 0.31 0.38 0.48 0.55 0.63 3.43 4.25 4.97
E2EVAS [6] 0.31 0.39 0.43 0.80 1.05 1.30 5.23 6.37 7.41
OnlineTTA[6] 0.31 0.40 0.44 0.80 1.06 1.31 5.24 6.38 7.43
PSVAS 0.43 0.48 0.51 0.83 1.09 1.33 5.34 6.41 7.52
MPS-VAS 0.47 0.50 0.54 0.84 1.11 1.39 5.44 6.69 7.75

Test with CC as Target Test with SC as Target Test with Helipad as Target

Method C = 12 C = 15 C = 18 C = 12 C = 15 C = 18 C = 12 C = 15 C = 18

RS 0.78 1.02 1.17 3.12 3.61 4.45 0.25 0.33 0.41
E2EVAS [6] 0.98 1.29 1.47 4.61 5.64 6.55 0.44 0.46 0.56
OnlineTTA[6] 0.99 1.32 1.50 4.62 5.64 6.56 0.45 0.47 0.56
PSVAS 1.28 1.64 1.86 4.74 5.72 6.75 0.53 0.59 0.78
MPS-VAS 1.39 1.69 2.05 4.81 5.93 6.96 0.61 0.66 0.83

Table 15: ANT comparisons when trained with small car as target on xView in multi-query setting.
Test with Helicopter as Target Test with SB as Target Test with Building as Target

Method C = 12 C = 15 C = 18 C = 12 C = 15 C = 18 C = 12 C = 15 C = 18

MPS-VAS-TOPK 0.41 0.43 0.48 0.78 1.01 1.26 4.91 6.07 7.02
MPS-VAS-MQ 0.42 0.46 0.51 0.81 1.05 1.32 5.02 6.21 7.18

Test with CC as Target Test with SC as Target Test with Helipad as Target

Method C = 12 C = 15 C = 18 C = 12 C = 15 C = 18 C = 12 C = 15 C = 18

MPS-VAS-TOPK 1.22 1.41 1.82 4.29 5.63 6.59 0.54 0.59 0.78
MPS-VAS-MQ 1.26 1.53 1.98 4.38 5.74 6.68 0.57 0.61 0.79

MPS-VAS framework for visual active search in real-world scenarios where the search tasks differ539

from the ones used during policy training.540
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Table 16: ANT comparisons when trained with LV as target on DOTA in single-query setting.
Test with Ship as Target Test with LV as Target Test with Harbor as Target

Method C = 25 C = 50 C = 75 C = 25 C = 50 C = 75 C = 25 C = 50 C = 75

RS 1.45 3.17 4.30 1.79 3.50 5.10 2.35 4.34 6.76
E2EVAS [6] 2.69 4.50 5.88 4.63 6.79 8.07 4.22 6.92 9.06
OnlineTTA[6] 2.70 4.52 5.89 4.63 6.80 8.07 4.22 6.93 9.08
PSVAS 3.19 4.83 6.34 4.69 6.94 8.12 4.95 7.56 9.51
MPS-VAS 3.42 5.19 6.73 4.80 7.08 8.23 5.02 8.04 9.91

Test with Helicopter as Target Test with Plane as Target Test with RB as Target

Method C = 25 C = 50 C = 75 C = 25 C = 50 C = 75 C = 25 C = 50 C = 75

RS 0.60 1.27 1.96 2.33 4.34 6.62 0.64 1.06 1.80
E2EVAS [6] 1.00 2.07 2.66 4.57 7.23 9.14 1.56 2.28 2.72
OnlineTTA[6] 1.00 2.07 2.68 4.57 7.25 9.16 1.56 2.28 2.73
PSVAS 1.53 2.33 2.84 5.09 7.64 9.41 1.87 2.34 2.76
MPS-VAS 1.80 2.60 3.03 5.17 7.83 10.02 1.96 2.76 3.19

Table 17: ANT comparisons when trained with LV as target on DOTA in multi-query setting.
Test with Ship as Target Test with LV as Target Test with Harbor as Target

Method C = 25 C = 50 C = 75 C = 25 C = 50 C = 75 C = 25 C = 50 C = 75

MPS-VAS-TOPK 3.33 5.14 6.70 4.64 6.83 7.79 4.96 7.91 9.75
MPS-VAS-MQ 3.38 5.17 6.71 4.65 6.92 8.00 4.99 7.98 9.83

Test with Helicopter as Target Test with Plane as Target Test with RB as Target

Method C = 25 C = 50 C = 75 C = 25 C = 50 C = 75 C = 25 C = 50 C = 75

MPS-VAS-TOPK 1.34 2.42 2.88 5.08 7.63 9.66 1.76 2.68 3.02
MPS-VAS-MQ 1.37 2.43 2.91 5.15 7.75 9.95 1.82 2.72 3.11

Table 18: ANT comparisons when trained with LV as target on DOTA in single-query setting.
Test with Ship as Target Test with LV as Target Test with Harbor as Target

Method C = 12 C = 15 C = 18 C = 12 C = 15 C = 18 C = 12 C = 15 C = 18

RS 2.92 3.34 3.99 3.44 4.08 5.19 4.17 5.04 5.92
E2EVAS [6] 3.34 4.15 4.77 5.14 6.05 7.00 5.38 6.51 7.54
OnlineTTA[6] 3.36 4.15 4.79 5.14 6.06 7.01 5.40 6.52 7.55
PSVAS 3.48 4.37 5.15 5.23 6.08 7.12 5.57 6.69 7.78
MPS-VAS 3.85 4.69 5.38 5.25 6.11 7.14 5.71 6.95 8.15

Test with Helicopter as Target Test with Plane as Target Test with RB as Target

Method C = 12 C = 15 C = 18 C = 12 C = 15 C = 18 C = 12 C = 15 C = 18

RS 1.03 1.52 1.77 4.05 5.11 6.12 1.25 1.54 1.91
E2EVAS [6] 1.50 1.87 2.13 5.47 6.59 7.65 1.87 2.17 2.47
OnlineTTA[6] 1.50 1.88 2.16 5.47 6.61 7.68 todo todo todo
PSVAS 1.77 2.23 2.50 5.54 6.65 7.66 2.03 2.32 2.65
MPS-VAS 2.10 2.57 2.77 5.73 6.87 7.90 2.12 2.66 2.99

Table 19: ANT comparisons when trained with LV as target on DOTA in multi-query setting.
Test with Ship as Target Test with LV as Target Test with Harbor as Target

Method C = 12 C = 15 C = 18 C = 12 C = 15 C = 18 C = 12 C = 15 C = 18

MPS-VAS-TOPK 3.84 4.64 5.28 5.14 6.01 6.51 5.65 6.84 7.93
MPS-VAS-MQ 3.81 4.64 5.35 5.22 6.05 6.68 5.66 6.89 8.04

Test with Helicopter as Target Test with Plane as Target Test with RB as Target

Method C = 12 C = 15 C = 18 C = 12 C = 15 C = 18 C = 12 C = 15 C = 18

MPS-VAS-TOPK 1.39 1.91 2.27 5.64 6.79 7.71 2.01 2.43 2.68
MPS-VAS-MQ 1.43 1.96 2.33 5.65 6.83 7.80 2.08 2.49 2.81
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D Effect of Inference Time Adaptation of Task Specific Prediction Module on541

Search Performance542

D.1 Effect on PSVAS Framework543

First, we analyze the impact of inference time adaptation of task specific prediction module on PSVAS544

framework across different target settings. To this end, we first train a policy using our proposed545

PSVAS approach and then during inference we freeze the task specific prediction module along with546

task agnostic search module unlike PSVAS approach. We call the resulting policy as PSVAS-F.547

In Table 20, we compare the search performance of PSVAS and PSVAS-F with number of grid548

cell N = 36 across different target settings. In Table 21, we present similar results with number of549

grid cell N = 49. We observe a significant improvement in performance of PSVAS compared to550

PSVAS-F across different target settings, justifying the importance of inference time adaptation of551

task specific prediction module after every query.552

Table 20: ANT comparisons when trained with LV as target on DOTA in single-query setting.
Test with Ship as Target Test with LV as Target Test with Harbor as Target

Method C = 25 C = 50 C = 75 C = 25 C = 50 C = 75 C = 25 C = 50 C = 75

PSVAS-F 2.77 4.55 5.99 4.61 6.77 8.09 4.26 6.87 9.05
PSVAS 3.19 4.83 6.34 4.69 6.94 8.12 4.95 7.56 9.51

Test with Helicopter as Target Test with Plane as Target Test with RB as Target

Method C = 25 C = 50 C = 75 C = 25 C = 50 C = 75 C = 25 C = 50 C = 75

PSVAS-F 1.02 2.03 2.64 4.62 7.26 9.16 1.57 2.29 2.72
PSVAS 1.53 2.33 2.84 5.09 7.64 9.41 1.87 2.34 2.76

Table 21: ANT comparisons when trained with small car as target on xView in single-query setting.
Test with Helicopter as Target Test with SB as Target Test with Building as Target

Method C = 25 C = 50 C = 75 C = 25 C = 50 C = 75 C = 25 C = 50 C = 75

PSVAS-F 0.55 0.86 1.24 0.66 1.12 1.34 5.88 9.45 12.23
PSVAS 0.87 1.08 1.28 0.93 1.23 1.66 6.81 10.53 13.44

Test with CC as Target Test with SC as Target Test with Helipad as Target

Method C = 25 C = 50 C = 75 C = 25 C = 50 C = 75 C = 25 C = 50 C = 75

PSVAS-F 1.45 2.30 3.01 4.84 7.56 9.65 0.82 1.20 1.46
PSVAS 1.62 2.49 3.14 5.51 8.33 10.52 0.91 1.22 1.47

In Figure 4, the distinct exploration strategy behaviors of PSVAS and PSVAS-F are depicted when553

both policies are trained with a large vehicle as the target and tested with a ship as the target. Out of a554

total of 15 queries, PSVAS-F achieves 6 successful searches, while PSVAS achieves 8 successful555

searches. Figure 5 illustrates the contrasting exploration strategy behaviors between PSVAS and
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Figure 4: Query sequences, and corresponding heat maps (darker indicates higher probability),
obtained using PSVAS-F (top row), PSVAS (bottom row).

556
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PSVAS-F in the case when both the policies are trained with large vehicle as the target and test557

with plane as the target. We observe PSVAS-F yields 9 successful searches, while PSVAS yields 12558

successful search out of 15 total query.
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Figure 5: Query sequences, and corresponding heat maps (darker indicates higher probability),
obtained using PSVAS-F (top row), PSVAS (bottom row).

559

Figure 6 illustrates the contrasting exploration strategy behaviors between PSVAS and PSVAS-F in560

the case when both the policies are trained with large vehicle as the target and test with roundabout561

as the target. We observe PSVAS-F yields 5 successful searches, while PSVAS yields 7 successful562

search out of 15 total query.
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Figure 6: Query sequences, and corresponding heat maps (darker indicates higher probability),
obtained using PSVAS-F (top row), PSVAS (bottom row).

563

D.2 Effect on MPS-VAS Framework564

Next, we examine the influence of inference time adaptation of the task-specific prediction module565

on the MPS-VAS framework across various target settings. For this purpose, we train a policy using566

our proposed MPS-VAS approach. But during inference, we freeze both the task-specific prediction567

module and the task-agnostic search module, which differs from the standard MPS-VAS approach. We568

refer the resulting policy as MPS-VAS-F. Table 23 presents a comparison of the search performance569

between MPS-VAS and MPS-VAS-F, considering a grid cell count of N = 36, across various target570

settings. Similarly, in Table 22, we provide corresponding results with a grid cell count of N = 49.571

Across various target settings, we observe a notable enhancement in the performance of MPS-VAS572

compared to MPS-VAS-F. This finding underscores the significance of adapting the task-specific573

prediction module during inference after each query, validating its importance on adaptive visual574

active search. Following Figures demonstrate the divergent exploration strategy behaviors exhibited575

by MPS-VAS and MPS-VAS-F.576

Figure 7 illustrates the contrasting exploration strategy behaviors of MPS-VAS and MPS-VAS-F577

when both policies are trained with a large vehicle as the target and tested with a plane as the target.578
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Table 22: ANT comparisons when trained with small car as target on xView in single-query setting.
Test with Helicopter as Target Test with SB as Target Test with Building as Target

Method C = 25 C = 50 C = 75 C = 25 C = 50 C = 75 C = 25 C = 50 C = 75

MPS-VAS-F 0.54 0.89 1.22 0.64 1.14 1.37 5.97 9.31 12.04
MPS-VAS 0.92 1.13 1.38 1.07 1.67 2.10 6.83 10.59 13.64

Test with CC as Target Test with SC as Target Test with Helipad as Target

Method C = 25 C = 50 C = 75 C = 25 C = 50 C = 75 C = 25 C = 50 C = 75

E2EVAS [6] 1.37 2.33 3.05 4.82 7.46 9.56 0.82 1.24 1.41
MPS-VAS 1.74 2.64 3.47 5.55 8.40 10.69 0.96 1.30 1.63

Table 23: ANT comparisons when trained with LV as target on DOTA in single-query setting.
Test with Ship as Target Test with LV as Target Test with Harbor as Target

Method C = 25 C = 50 C = 75 C = 25 C = 50 C = 75 C = 25 C = 50 C = 75

E2EVAS [6] 2.69 4.50 5.88 4.63 6.79 8.07 4.22 6.92 9.06
MPS-VAS 3.42 5.19 6.73 4.80 7.08 8.23 5.02 8.04 9.91

Test with Helicopter as Target Test with Plane as Target Test with RB as Target

Method C = 25 C = 50 C = 75 C = 25 C = 50 C = 75 C = 25 C = 50 C = 75

E2EVAS [6] 1.00 2.07 2.66 4.57 7.23 9.14 1.56 2.28 2.72
MPS-VAS 1.80 2.60 3.03 5.17 7.83 10.02 1.96 2.76 3.19

Among a total of 15 queries, MPS-VAS-F achieves 2 successful searches, while MPS-VAS achieves579

4 successful searches. In Figure 8, the distinct exploration strategy behaviors of MPS-VAS and
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Figure 7: Query sequences, and corresponding heat maps (darker indicates higher probability),
obtained using MPS-VAS-F (top row), MPS-VAS (bottom row).
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Figure 8: Query sequences, and corresponding heat maps (darker indicates higher probability),
obtained using MPS-VAS-F (top row), MPS-VAS (bottom row).

580
MPS-VAS-F are depicted when both policies are trained with a large vehicle as the target and tested581
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Figure 9: Query sequences, and corresponding heat maps (darker indicates higher probability),
obtained using MPS-VAS-F (top row), MPS-VAS (bottom row).

with a ship as the target. Out of a total of 15 queries, MPS-VAS-F achieves 7 successful searches,582

while MPS-VAS achieves 9 successful searches. Figure 9 showcases the contrasting exploration583

strategy behaviors of MPS-VAS and MPS-VAS-F when both policies are trained with a large vehicle584

as the target and tested with a roundabout as the target. Among a total of 15 queries, MPS-VAS-F585

achieves 6 successful searches, while MPS-VAS achieves 8 successful searches.586

E More Visualizations of Comparative Exploration Strategies of Different587

Approaches588
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Figure 10: Query sequences, and corresponding heat maps (darker indicates higher probability),
obtained using E2EVAS (top row), PSVAS (middle row), and MPS-VAS (bottom row). Note that
during the training phase, all these policies are trained with large vehicle as the target, while evaluation
is conducted using roundabout as the target.

The showcased visualizations (10, 11, 12, 13, 14) in all these examples demonstrate the superiority of589

our PSVAS and MPS-VAS framework compared to the E2EVAS baseline, especially in scenarios590

where search tasks vary from those employed in policy training.591

F Analyzing Search Performance Across Multiple Trials592

Here, we compare the search performance of E2EVAS, PSVAS, and MPS-VAS across multiple trials.593

In Figure 15, we present the results when the polices are trained with small car as the target and594

evaluate the performance under Manhattan distance based query cost C = 25 with the following target595

classes: Small Car (SC), Helicopter, Sail Boat (SB), Construction Cite (CC), Building, and Helipad.596

In figure 16, we present similar results with Manhattan distance based query cost budget C = 50. In597

figure 17, we also present similar results with Manhattan distance based query cost budget C = 75.598
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Figure 11: Query sequences, and corresponding heat maps (darker indicates higher probability),
obtained using E2EVAS (top row), PSVAS (middle row), and MPS-VAS (bottom row). Note that
during the training phase, all these policies are trained with large vehicle as the target, while evaluation
is conducted using ship as the target.

step 1 step 3 step 5 step 7 step 9 step 11 step 13 step 15

Figure 12: Query sequences, and corresponding heat maps (darker indicates higher probability),
obtained using E2EVAS (top row), PSVAS (middle row), and MPS-VAS (bottom row). Note that
during the training phase, all these policies are trained with large vehicle as the target, while evaluation
is conducted using ship as the target.

step 1 step 3 step 5 step 7 step 9 step 11 step 13 step 15

Figure 13: Query sequences, and corresponding heat maps (darker indicates higher probability),
obtained using E2EVAS (top row), PSVAS (middle row), and MPS-VAS (bottom row). Note that
during the training phase, all these policies are trained with large vehicle as the target, while evaluation
is conducted using plane as the target.

In Figure 18, we present the results when the polices are trained with large vehicle as the target and599

evaluate the performance under Manhattan distance based query cost C = 25 with the following target600

classes: Ship, large vehicle (LV), Harbor, Helicopter, Plane, and Roundabout. In figure 19, we601
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Figure 14: Query sequences, and corresponding heat maps (darker indicates higher probability),
obtained using E2EVAS (top row), PSVAS (middle row), and MPS-VAS (bottom row). Note that
during the training phase, all these policies are trained with large vehicle as the target, while evaluation
is conducted using plane as the target.

Figure 15: Comparative Search Performance of E2EVAS, PSVAS, MPS-VAS under Distance Based
Query Cost (C = 25).

Figure 16: Comparative Search Performance of E2EVAS, PSVAS, MPS-VAS under Distance Based
Query Cost (C = 50).

present similar results with Manhattan distance based query cost budget C = 50. In figure 20, we also602

present similar results with Manhattan distance based query cost budget C = 75.603
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Figure 17: Comparative Search Performance of E2EVAS, PSVAS, MPS-VAS under Distance Based
Query Cost (C = 75).

Figure 18: Comparative Search Performance of E2EVAS, PSVAS, MPS-VAS under Distance Based
Query Cost (C = 25).

Figure 19: Comparative Search Performance of E2EVAS, PSVAS, MPS-VAS under Distance Based
Query Cost (C = 50).

Figure 20: Comparative Search Performance of E2EVAS, PSVAS, MPS-VAS under Distance Based
Query Cost (C = 75).

25


	Policy Network Architecture and Hyperparameter Details
	Results with Uniform Query Cost
	Single Query Setting
	Multi Query Setting

	Results with Different Number of grid cells
	Results with Number of Grid cell N=99
	Results with Number of Grid cell N=36

	Effect of Inference Time Adaptation of Task Specific Prediction Module on Search Performance
	Effect on PSVAS Framework
	Effect on MPS-VAS Framework

	More Visualizations of Comparative Exploration Strategies of Different Approaches
	Analyzing Search Performance Across Multiple Trials

