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Proof for reviewer tUai

Consider a neural network trained by SGD, whose output at time step ¢ is given by a function
F(w®; 2()) parametrized by weights w® from the reals, subject to inputs z(*) from the reals. For
more clarity, the inputs z2(*) will be omitted in the rest of the proof. Otherwise, we assume the same
formalism as in the main paper.

In our paper, we defined the finite-time Lyapunov matrix after a single time step as
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where Y+ s the tangent map after a single time step given by
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The Neural Tangent Kernel is defined as K®) = V f(w®)V f(w®)T, where
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Using the chain rule, the expression for the tangent map can be rewritten as
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Using the update rule wgtﬂ) = wgt) - wggt) for SGD (no momentum), we find
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Finally, using the definition of the gradient as gEt) = Bg E;‘gi:>) , we obtain
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or in matrix notation
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where H ng denotes the Parameter-Output-Hessian at time step ¢.
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