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A Theoretical Analysis

In this section, we provide some theoretical analysis about the SGAN framework under the nonpara-
metric assumption.

Lemma A.1 Given two fixed distributions P (x), Q(x), the function f(D(x)) = EP [logD(x)] +

EQ[log(1−D(x))] achieves its maximum maxD f(D(x)) at D∗(x) = P (x)
P (x)+Q(x) .

Lemma A.2 The global minimum of the function g(P (x), Q(x)) = maxD f(D(x)) is achieved if
and only if P (x) = Q(x). At that point g(P (x), Q(x)) = − log(4) and D∗(x) = 1

2 .

Theorem A.3 The global minimum of maxDxz Lxz is achieved if and only if p(x)pi(z|x) =
p(z)pg(x|z). At that point D∗xz = 1

2 . Similarly, the global minimum of maxDxy Lxy is achieved if
and only if p(x,y) = p(y)pg(x|y). At that point D∗xy = 1

2 .

Proofs of Lemma A.1 and A.2 can be found in [2]. Theorem A.3 is a trivial extension of Lemma A.1
and A.2, it shows that the equilibrium of the two games are reached when the conditionals specified
by G matched the true conditionals.

Theorem A.4 There exist a generator G∗(y, z) of which the conditional distributions pg(x|y) and
pg(x|z) can both achieve equilibrium in their own minimax games Lxy and Lxz .

Proof. We can let G∗(y, z) characterize a valid distribution with their two integrals in Eq.1 equates
p∗g(x|y) and p∗g(x|z). Under the nonparametric assumptions, the neural network estimator G exists.

Theorem A.5 Mimimizing Rz w.r.t. I will keep the equilibrium of the adversarial game Lxz .
Similarly, mimimizingRy w.r.t. C will keep the equilibrium of the adversarial game Lxy unchanged.

Proof. NoteRz = KL(pg(x, z)||pi(x, z))−E(x,z)∼pg(x,z)[log
pg(z,x)
p(x) ], where the KL-divergence

is always non-negative. As the second term is a constant to I , the optimum is obtained if and only if
pg(x, z) = pi(x, z). The proof forRy is similar.

B Image Generation on MNIST and SVHN

We compare real samples with generated samples by SGAN on MNIST and SVHN. SGAN trained
on MNIST uses 50 labels and SGAN trained on SVHN uses 1000 labels. The results are presented in
Figure 1 and Figure 2.
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(a) Real (b) Randomly generated (c) Conditionally generated

Figure 1: Comparing real samples and generated samples on MNIST: (a) samples from MNIST test set, (b)
randomly generated samples from SGAN, (c) conditionally generated samples from SGAN: each row has the
same y while each column shares the same z.

(a) Real (b) Randomly generated (c) Conditionally generated

Figure 2: Comparing real samples and generated samples on SVHN: (a) samples from SVHN test set, (b)
randomly generated samples from SGAN, (c) conditionally generated samples from SGAN: each row has the
same y while each column shares the same z.

C Semi-supervised Generation on CIFAR-10 and Comparisons with
ImprovedGAN

We compare samples generated from ImprovedGAN with feature matching, ImprovedGAN with
minibatch discrimination and SGAN in Figure 3.

(a) ImprovedGAN (FM) (b) ImprovedGAN (MD) (c) SGAN

Figure 3: Visual comparison of generated images for (a) ImprovedGAN with feature matching, (b) ImprovedGAN
with minibatch discrimination, (c) SGAN. For (c), each row shares the same y.
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D Semi-supervised Class-conditional Generation on CIFAR-10

We perform conditional generation based on the semi-supervised trained SGAN models using 4000
labels of CIFAR-10 images. The results are shown in Figure 4.

(a) airplane (b) automobile (c) dog

(d) horse (e) ship (f) truck

Figure 4: Semi-supervised conditional generation on some classes of CIFAR-10.

E Semi-supervised Generation on CIFAR-10 with Advanced GAN Training
Strategies

We generate some samples by SGAN trained with WGAN and the gradient penalties [1, 3], as listed
in Figure 5.

F Network Architectures

We directly release our code on Github (https://github.com/thudzj/StructuredGAN) which
contains the neural network architectures we used for MNIST, SVHN and CIFAR-10. Please refer to
our code for the specific details.
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(a) Random samples (b) Random samples (c) Random samples

(d) automobile (e) bird (f) cat

(g) dog (h) horse (i) ship

Figure 5: CIFAR-10 samples using training strategies.
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