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Figure 1: Class-Conditional (multi-scale 64× 64) samples from the Conditional Pixel CNN.
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Figure 2: Class-Conditional 32× 32 samples from the Conditional Pixel CNN.
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Figure 3: Left: source image. Right: new portraits generated from high-level latent representation.

Figure 4: Linear interpolations in the embedding space decoded by the Pixel CNN. Embeddings from
leftmost and rightmost images are used for endpoints of the interpolation.
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Figure 5: Left to right: original image, reconstruction by an auto-encoder trained with MSE,
conditional samples from a Pixel CNN auto-encoder. Both auto-encoders were trained end-to-end
with a m = 10-dimensional bottleneck and a m = 100 dimensional bottleneck.
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