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Figure 1: MNIST log-likelihood values for VAEs and the LVAE model with different number of
latent layers, Batch normalization (BN) and Warm-up (WU). a) Train log-likelihood, b) test log-
likelihood and c) test log-likelihood with 5000 importance samples. Note that the LVAE without
batch normalization performed very poorly why some of the results fall outside the range of the plots

Figure 2: OMNIGLOT log-likelihood values for VAEs and the LVAE model with different number
of latent layers, Batch normalization (BN) and Warm-up (WU). a) Train log-likelihood, b) test
log-likelihood and c) test log-likelihood with 5000 importance samples
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Figure 3: MNIST samples. a) True data, b) Conditional Reconstructions and c) Samples from the
prior distribution
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Figure 4: MNIST samples. a) True data, b) Conditional Reconstructions and c) Samples from the
prior distribution
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