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1 Graphical Model

jolclole)[o)o;

Figure 1: Graphical representation of the proposed model (with the hyperparameters omitted).

2 Notation

In the following we denote l;.u.;; = a;, 7;.v.x = bji. By noting that binary vectors ;. and r;.
have only finite of “1”’s (as a consequence of the property of IBP), and both I;. and 7. have bounded
variance, it’s straightforward to show that E(a;;,)? and E(b;,)? are bounded by constant a < oo and
b < oo respectively.

3 Proof of Theorem 1

To prove the sequence { Zszl skairbjk } >0 converges in £, we make use of the following lemma:

Lemma 1. (Cauchy criterion) A sequence of random variables { X,, }n>1(EX2 < o0) converges to
a random variable X (EX? < 00) in b iff E(Xp1k — Xk)? = 0asn, k — oo.

Based on Lemma 1, to prove Theorem 1 it’s sufficient to show that limy,_,c E(>" 4o, skairbjr)? =
0.



Based on the way we constructed the model, s; and a;i, ;i are independent, and E(sy) = 0, thus
we have
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where E(sp,)? = E(E((sp)?|m)) = E (th 61) = L=, where E(6;) = a. > 1. Substitute this into
=1 c

the above equation we obtain
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Thus by letting £ — oo we arrive at the desired result
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Thus sequence {> ., skaitbjk} k>0 converges in {3 when o, > 1.

4 Proof of Theorem 2

The proof of Theorem 2 is similar to its counterpart in [1]. Denote ij( = \Mff - MZC;°|2 =

2
(3one ki1 Skairbji)” we have

E(E(Nf|T))

P(NE < ¢} = B(pVE < dlr)} = 1 - B(p(VE > dlr)} > 1 - ——

K 2 2
where E(E(]Z”‘T)) = Elairs) E(bf;?’l) (=l/ac) < abll=1/ac) o9 e showed above. Thus we
have
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