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Task: Learning a distribution of sequences
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Model

stochastic spike response model
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model distribution: Py, (V)
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stochastic gradient descent on KL(P*(v)||Pw(V))
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