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1 Nonparanormal distribution

The nonparanormal distributioN PN (u, 32, f) of [1] consists of a multivariate Gaussian distri-
bution defined on nonlinearly transformed variabfgéz, ) such that the joint probability density

function is given by
p(x) = N ()5 1, 2) [ ] 15 ()] )

wheref is the vector whose elements are nonlinear transfginis, ). The nonparanormal distri-
bution corresponds to a Gaussian copula model with monatodelifferentiable function, (z).
We specified the functiong, (z, ) using the suggested parameterization of [1] whereby we set

fa(@a) = fia + 5a® H(Fa(za)) 2)
where® is the normal cumulative dist~ribution functiof,,, 5, are the empirical mean and standard
deviation for random variabl& , and F,, is the Winsorized estimator [1] of the CDF faf, given

by
O if Fo(za) < 0p
Fo(z4) = { Fo(ze) 6, < Fui(ze) <1-96,
1—6, if Foy(2a)>1—0,

for empmcal CDFE, (xa) The truncation constait, was set according to [1] to the valdg =
W wheren is the size of the training set.

2 Multivariate logistic distribution

The multivariate logistic CDF [2] is given by
(k+1)

F(x|0) = (1+Z -M)_ 3)

for k > 0 ando,, > 0. The corresponding PDF is given by
ke~ Ta 5
F(x|6 4

o, Fexie) (4)

We estimated the above model by maximizing likelihoodict 1, - - - | 10 and selected the value
of k that yielded the best average test likelihood.

P(x|6) =

3 Settings for learning CDN models

The disconnected CDN corresponds to a fully factorized Galmdistribution
F(x|0) = [] Fzalta o) = J] exp(—e %) )

acV acV



with o, > 0.

For learning the CDN models, we used first-order stochastidignt descent methods with learning
ratesv set t00.05. Means were initialized to small random values and standaxations were
initialized to 1. The coefficientd; was initialized t00.99. Parameters were then updated by a
stochastic gradients algorithm with 100 epochs, with stashdleviations constrained to be at least
0.1 and coefficient®, were constrained to be betwee1 and0.99. The learning rate was set to
decay according to the rule<— v for them!" epoch.
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