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Abstract

This paper presents an approach to the visual recognition of human actions using
only single images as input. The task is easy for humans but difficult for current
approaches to object recognition, because instances of different actions may be
similar in terms of body pose, and often require detailed examination of relations
between participating objects and body parts in order to be recognized. The pro-
posed approach applies a two-stage interpretation procedure to each training and
test image. The first stage produces accurate detection of the relevant body parts
of the actor, forming a prior for the local evidence needed to be considered for
identifying the action. The second stage extracts features that are anchored to the
detected body parts, and uses these features and their feature-to-part relations in
order to recognize the action. The body anchored priors we propose apply to a
large range of human actions. These priors allow focusing on the relevant regions
and relations, thereby significantly simplifying the learning process and increasing
recognition performance.

1 Introduction

This paper deals with the problem of recognizing transitive actions in single images. A transitive
action is often described by a transitive verb and involves a number of components, or thematic
roles [1], including an actor, a tool, and in some cases a recipient of the action. Simple examples
are drinking from a glass, talking on the phone, eating from a plate with a spoon, or brushing teeth.
Transitive actions are characterized visually by the posture of the actor, the tool she/he is holding,
the type of grasping, and the presence of the action recipient. In many cases, such actions can be
readily identified by human observers from only a single image (see figure 1a). We will consider
below the problem of static action recognition (SAR for short) from a single image, without using
motion information that is exploited by approaches dealing with dynamic action recognition in video
sequences, such as [2]. The problem is of interest first, because in a short observation interval, the
use of motion information for identifying an action (e.g. talking on the phone) may be limited.
Second, as a natural human capacity, it is of interest for both cognitive and brain studies. Several
studies [3, 4, 5, 6] have shown evidence for the presence of SAR related mechanisms in both the
ventral and dorsal areas of the visual cortex, and computational modeling of SAR may shed new
light on these mechanisms. Unlike the more common task of detecting individual objects such as
faces and cars, SAR depends on detecting object configurations. Different actions may involve
the same type of objects (eg. person, phone) but appearing in different configurations (answering,
dialing), sometimes differing in subtle details, making their identification difficult compared with
individual object recognition.

Only a few approaches to date have dealt with the SAR problem. [7] studied the recognition of
sports actions using the pose of the actor. [8] used scene interpretation in terms of objects and
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Figure 1: (a) Examples of similar transitive actions identifiable by humans from single images
(brushing teeth, talking on a cell phone and wearing glasses). (b) Illustration of a single run of the
proposed two-stage approach. In the first stage the parts are detected in the face→hand→elbow or-
der. In the second stage we apply both action learning and action recognition using the configuration
of the detected parts and the features anchored to the hand region; the bar graph on the right shows
relative log-posterior estimates for the different actions.

their relative configuration to distinguish between different sporting events such as badminton and
sailing. [9] recognized static intransitive actions such as walking and jumping based on a human
body pose represented by a variant of the HOG descriptor. [10] discriminated between playing and
not playing musical instruments using a star-like model. The most detailed static schemes to date
[11, 12] recognized static transitive sports actions, such as the tennis forehand and the volleyball
smash. [11] used a full body mask, bag of features for describing scene context, and the detection of
the objects relevant for the action, such as bats, balls, etc., while [12] learned joint models of body
pose and objects specific to each action. [11] used GrabCut [13] to extract the body mask, and both
[11] and [12] performed fully supervised training for the a priori known relevant objects and scenes.

In this paper we consider the task of differentiating between similar types of transitive actions, such
as smoking a cigarette, drinking from a cup, eating from a cup with a spoon, talking on the phone,
etc., given only a single image as input. The similarity between the body poses in such actions
creates a difficulty for approaches that rely on pose analysis [7, 9, 11]. The relevant differences
between similar actions in terms of the actor body configuration can be at a fine level of detail.
Therefore, one cannot rely on a fixed pre-determined number of configuration types [7, 9, 11]; rather,
one needs to be able to make as fine discriminations as required by the task. Objects participating in
different actions may be very small, occupying only a few pixels in a low resolution image (brush,
phone, Fig. 1a). In addition, these objects may be unknown a priori, such as in the natural case when
the learning is weakly supervised, i.e. we know only the action label of the training images, while
the participating objects are not annotated and cannot be independently learned as in [8, 11]. Finally,
the background scene, used by [8, 11] to recognize sports actions and events, is uninformative for
many transitive actions of interest, and cannot be directly utilized.

Since SAR is a version of an object recognition problem, a natural question to ask is whether it
can be solved by directly applying state-of-the-art techniques of object recognition. As shown in
the results section 3, the problem is significantly more difficult for current methods compared with
more standard object recognition applications. The proposed method identifies more accurately the
features and geometric relationships that contribute to correct recognition in this domain, leading to
better recognition. It is further shown that integrating standard object recognition approaches into
the proposed framework significantly improves their results in the SAR domain.

The main contribution of this paper is an approach, employing the so-called body anchored strat-
egy explained below, for recognizing and distinguishing between similar transitive actions in single
images. In both the learning and the test settings, the approach applies a two-stage interpretation to
each (training or test) image. The first stage produces accurate detection and localization of body
parts, and the second then extracts and uses features from locations anchored to body parts. In the
implementation of the first stage, the face is detected first, and its detection is extended to accurately
localize the elbow and the hand of the actor. In the second stage, the relative part locations and the
hand region are analyzed for action related learning and recognition. During training, this allows
the automatic discovery and construction of implicit non-parametric models for different important
aspects of the actions, such as accurate relative part locations, relevant objects, types of grasping,
and part-object configurations. During testing, this allows the approach to focus on image regions,
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Figure 2: (a) Examples of the computed binary masks (cyan) for searching for elbow location given
the detected hand and face marked by a red-green star and magenta rectangle respectively. The
yellow square marks the detected elbow; (b) Graphical representation (in plate notation) of the
proposed probabilistic model for action recognition (see section 2.2 for details).

features and relations that contain all of the relevant information for recognizing the action. As a
result, we eliminate the need to have a priori models for the objects relevant for the action that were
used in [11, 12]. Focusing in a body-anchored manner on the relevant information not only increases
efficiency, but also considerably enhances recognition results. The approach is illustrated in fig. 1b.

The rest of the paper is organized as follows. Section 2 describes the proposed approach and its
implementation details. Section 3 describes the experimental validation. Summary and discussion
are provided in section 4.

2 Method

As outlined above, the approach proceeds in two main stages. The first stage is body interpretation,
which is by itself a sequential process. First, the person is detected by detecting her/his face. Next,
the face detection is extended to detect the hands and elbows of the person. This is achieved in a
non-parametric manner by following chains of features connecting the face to the part of interest
(hand, elbow), by an extension of [14]. In the second stage, features gathered from the hand region
and the relative locations of the hand, face and elbow, are used to model and recognize the static
action of interest. The first stage of the process, dealing with the face, hand and elbow detection, is
described in section 2.1. The static action modeling and recognition is described in section 2.2 and
additional implementation details are provided in section 2.3.

2.1 Body parts detection

Body parts detection in static images is a challenging problem, which has recently been addressed
by several studies [14, 15, 16, 17, 18]. The most difficult parts to detect are the most flexible parts
of the body - the lower arms and the hands. This is due to large pose and appearance variability
and the small size typical to these parts. In our approach, we have adopted an extension of the
non-parametric method for the detection of parts of deformable objects recently proposed by [14].
This method can operate in two modes. The first mode is used for the independent detection of
sufficiently large and rigid objects and object parts, such as the face. The second mode allows
propagating from some of the parts, which are independently detected, to additional parts, which
are more difficult to detect independently, such as hands and elbows. The method extends the so-
called star model by allowing features to vote for the detection target either directly, or indirectly,
via features participating in feature-chains going towards the target. In the independent detection
mode, these feature chains may start anywhere in the image, whereas in the propagation mode
these chains must originate from already detected parts. The method employs a non-parametric
generative probabilistic model, which can efficiently learn to detect any part from a collection of
training sequences with marked target (e.g., hand) and source (e.g., face) parts (or only the target
parts in the independent detection mode). The details of this model are described in [14]. In our
approach, the face is detected in the independent detection mode of [14], and the hand and the elbow
are detected by chains-propagation from the face detection (treated as the source part). The method
is trained using a collection of short video sequences, each having the face, the hand and the elbow
marked by three points. The code for the method of [14] was extended to allow restricted detection
of dependent parts, such as hand and elbow. In some cases, the elbow is more difficult to detect than
the hand, as it has less structure. For each (training or test) image In, we therefore constrain the
elbow detection by a binary mask of possible elbow locations gathered from training images with
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the sufficiently similar hand-face offset (within 0.25 face width) to the one detected on In. Figure
2a shows some examples of the detected faces, hands and elbows together with the elbow masks
derived from the detected face-hand offset.

2.2 Modeling and recognition of static actions

Given an image In (training or test), we first introduce the following notation (lower index refers to
the image, upper indices to parts). Denote the instance of the action contained in In by an (known
for training and unknown for test images). Denote the detected locations of the face by xfn, the hand
by xhn, and the elbow by xen. Also denote the width of the detected face by sn. Throughout the paper,
we will express all size and distance parameters in sn units, in order to eliminate the dependence on
the scale of the person performing the action. For many transitive actions most of the discriminating
information about the action resides in regions around specific body parts [19]. Here we focus on
hand regions for hand-related actions, but for other actions their respective parts and part regions
can be learned and used. We represent the information from the hand region by a set of rectangular
patch features extracted from this region. All features are taken from a circular region with a radius
0.75 ∙ sn around the hand location xhn. From this region we extract sn × sn pixel rectangular patch
features centered at all Canny edge points sub-sampled with a 0.2 ∙ sn pixel grid. Denote the set of

patch features extracted from image In by
{
fmn =

[
SIFTmn ,

1
sn

(
xmn − x

f
n

)]}
, where SIFTmn is

the SIFT descriptor [20] of the m-th feature, xmn is its image location, 1
sn

(
xmn − x

f
n

)
is the offset

(in sn units) between the feature and the face, and square brackets denote a row vector. The index
m enumerates the features in arbitrary order for each image. Denote by kn the number of patch
features extracted from image In.

The probabilistic generative model explaining all the gathered data is defined as follows. The ob-
served variables of the model are: the face-hand offset OFH = o

fh
n ≡ xhn − x

f
n, the hand-elbow

offset OHE = o
he
n ≡ x

e
n − x

h
n, and the patch features {Fm = fmn }. The unobserved variables of the

model are the action label variable A, and the set of binary variables {Bm}, one for each extracted
patch feature. The meaning of Bm = 1 is that the m-th patch feature was generated by the action
A, while the meaning of Bm = 0 is that the m-th patch feature was generated independently of
A. Throughout the paper we will use a shorthand form of variable assignments, e.g., P

(
ofhn , o

he
n

)

instead of P
(
OFH = o

fh
n , O

H
E = o

he
n

)
. We define the joint distribution of the model that generates

the data for image In as:

P
(
A, {Bm} , ofhn , o

he
n , {f

m
n }
)
= P (A) ∙ P

(
ofhn , o

he
n

)
∙
kn∏

m=1

P (Bm) ∙ P
(
fmn
∣
∣A, ofhn , o

he
n , B

m
)

(1)
Here P (A) is a prior action distribution, which we take to be uniform, and:

P
(
fmn
∣
∣A, ofhn , o

he
n , B

m
)
=

{
P
(
fmn
∣
∣A, ofhn , o

he
n

)
if Bm = 1

P
(
fmn
∣
∣ofhn , o

he
n

)
otherwise

(2)

The P (Bm) = α, is the prior probability for the m-th feature to be generated from the action,
and we assume it maintains the following relation: P (Bm = 1) = α � (1− α) = P (Bm = 0)
reflecting the fact that most patch features are not related to the action. Figure 2b shows the graphical
representation of the proposed model.

As shown in the Appendix A, in order to find the action label assignment to A that maximizes the
posterior of the proposed probabilistic generative model, it is sufficient to compute:

argmax
A

logP
(
A
∣
∣ofhn , o

he
n , {f

m
n }
)
= argmax

A

kn∑

m=1

P
(
fmn , A, o

fh
n , o

he
n

)

P
(
fmn , o

fh
n , ohen

) (3)

As can be seen from eq. 3, and as shown in the Appendix A, the inference is independent of the
exact value of α (as long as α � (1− α)). In section 2.3 we explain how to empirically estimate
the probabilities P

(
fmn , A, o

fh
n , o

he
n

)
and P

(
fmn , o

fh
n , o

he
n

)
that are necessary to compute 3.
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Figure 3: Examples of similar static transitive action recognition on our 12-actions / 10-people
(‘12/10’) dataset. On all examples, the detected face, hand and elbow are shown by cyan circle,
red-green star and yellow square, respectively. At the right hand side of each image, the bar graph
shows the estimated log-posterior of the action variable A. Each example shows a zoomed-in ROI
of the action. Additional examples are provided in supplementary material.

2.3 Model probabilities

The model probabilities are estimated from the training data using Kernel Density Estimation (KDE)
[21]. Assume we are given a set of samples {Y1, . . . , YR} from some distribution of interest. Given a
new sample Y from the same distribution, a symmetric Gaussian KDE estimate P (Y ) for the proba-

bility of Y can be approximated as: P (Y ) ≈ 1
R
∙
∑
Yr∈NN(Y )

exp
(
−0.5 ∙ ‖Y − Yr‖

2
/
σ2
)

where

NN(Y ) is the set of nearest neighbors of Y within the given set of samples. When the number of
samplesR is large, brute-force search for theNN(Y ) set becomes infeasible. Therefore, we use Ap-
proximate Nearest Neighbor (ANN) search (using the implementation of [22]) to compute the KDE.

To compute P
(
fmn , A = a, o

fh
n , o

he
n

)
for the m-th patch feature fmn =

[
SIFTmn ,

1
sn

(
xmn − x

h
n

)]

in test image In, we search for the nearest neighbors of the row vector
[
fmn ,

1
sn
ofhn ,

1
sn
ohen

]
in a

set of row vectors:
{[
frt ,

1
st
ofht ,

1
st
ohet

]∣∣
∣ all frt in training images It, s.t. at = a

}
using an ANN

query. Recall that sn was defined as the width of the detected face in image In, and hence 1
sn

is the
scale factor that we use for the offsets in the query. The query returns a set of K nearest neighbors,
and the Gaussian KDE with σ = 0.2, is applied to this set to compute the estimated probability
P
(
fmn , A = a, o

fh
n , o

he
n

)
. In our experiments we found that it is sufficient to use K = 25. The

P
(
fmn , o

fh
n , o

he
n

)
is computed as: P

(
fmn , o

fh
n , o

he
n

)
=
∑
a P

(
fmn , A = a, o

fh
n , o

he
n

)
.

3 Results

To test our approach, we have applied it to two static transitive action recognition datasets. The first
dataset, denoted ‘12/10’ dataset, was created by us and contained 12 similar transitive actions per-
formed by 10 different people, appearing against different natural backgrounds. The second dataset
was compiled by [11] for dynamic transitive action recognition. It contains 9 different people per-
forming 6 general transitive actions. Although originally designed and used by Gupta et al in [11]
for dynamic action recognition, we transformed it into a static action recognition dataset by assign-
ing action labels to frames actually containing the actions and treating each such frame as a separate
static instance of the action. Since successive frames are not independent, the experiments con-
ducted on both datasets were all performed in a person-leave-one-out manner, meaning that during
the training we completely excluded all the frames of the tested person. Section 3.1 provides more
details on the relevant parts (face, hand, and elbow) detection in our experiments complementing
section 2.1. Sections 3.2 and 3.3 describe the ‘12/10’ and the Gupta et al datasets in more detail
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Figure 4: (a) Average static action confusion matrix obtained by leave-one-out cross validation of
the proposed method on the ‘12/10’ dataset; (b) Some interesting failures (red boxes), on the right
of each failure there is a successfully recognized instance of an action with which the method has
confused. The meaning of the bar-graph is as in figure 3. Additional failure examples are provided
in the supplementary material.

together with the respective static action recognition experiments performed on them. All exper-
iments were performed on grayscale versions of the images. Figures 3 and 6a illustrate the two
tested datasets also showing examples of successfully recognized static transitive actions, and figure
4b shows some interesting failures.

3.1 Part detection details

Our approach is based on prior part detection and its performance is bounded from above by the part
detection performance. The detection rates of state-of-the-art methods for localizing body parts in a
general setting are currently a significant limiting factor. For example, [14] that we use here, obtains
an average of 66% correct hand detection (comparing favorably to other state-of-the-art methods)
in the general setting experiments, when both the person and the background are unseen during
part detector training. However, as shown in [14], average 85% part detection performance can be
achieved in more restricted settings. One such setting (denoted self-trained) is when an independent
short part detection training period of several seconds is allowed for each test person, as for e.g.
in the human-computer interaction applications. Another setting (denoted environment-trained) is
when the environment in which people perform the action is fixed, e.g. in applications where we can
train part detectors on some people, and then apply them to new unseen people, but appearing in the
same environment. As demonstrated in the methods comparison experiment in section 3.2, it appears
that part detection is an essential component of solving SAR. Current performance in automatic body
parts detection is well below human performance, but the area is now a focus of active research
which is likely to reduce this current performance gap. In our experiments we adopted the more
constrained (but still useful) part detection settings described above, the self-trained for the 12-10
dataset (having each person in different environment) and the environment-trained for the Gupta et
al. dataset (having all the people in the same general environment).

In the 12-10 dataset experiments, the part detection models for the face, hand and elbow described
in section 2.1, were trained using 10 additional short movies, one for each person, in which the
actors randomly moved their hands. On these 10 movies, face, hand and elbow locations were
manually marked. The learned models were then applied to detect their respective parts on the 120
movie sequences of our dataset. The hand detection performance was 94.1% (manually evaluated
on a subset of frames). Qualitative examples are provided in the supplementary material. The part
detection for the Gupta et al. dataset was performed in a person-leave-one-out manner. For each
person the parts (face, hand) were detected using models trained on other people. The mean hand
detection performance was 88% (manually evaluated). Since most people in the dataset wear very
dark clothing, in many cases the elbow is invisible and therefore it was not used in this experiment
(it is straightforward to remove it from the model by assigning a fixed value to the hand-elbow offset
in both training and test).

3.2 The ‘12/10’ dataset experiments

The ‘12/10’ dataset consists of 120 videos of 10 people performing 12 similar transitive actions,
namely drinking, talking on the phone, scratching, toasting, waving, brushing teeth, smoking, wear-
ing glasses, eating with a spoon, singing to a microphone, and also drinking without a cup and
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Figure 5: (a) ROC based comparison with the state-of-the-art method of object detection [23] applied
to recognize static actions. For each action, the blue line is the average ROC of [23], and the magenta
line is the average ROC of the proposed method. (b) Comparing state-of-the-art object recognition
methods on the SAR task with and without ‘body anchoring’.

making a phone call with a bottle. All people except one were filmed against different backgrounds.
All backgrounds were natural indoor / outdoor scenes containing both clutter and people passing
by. The drinking and toasting actions were performed with 2-4 different tools, and phone talking
was performed with mobile and regular phones. Overall, the dataset contains 44,522 frames. Not
all frames contain actions of interest (e.g. in drinking there are frames where the person reaches to
/ puts down a cup). The ground-truth action labels were manually assigned to the relevant frames.
Each of the resulting 23,277 relevant action frames was considered a separate instance of an action.
The remaining frames were labeled ‘no-action’. The average recognition accuracy was 59.3±8.6 for
the 13 actions (including no-action) and 58.5± 9.1% for the 12 main actions (excluding no-action).
Figure 4a shows the confusion matrix for 13 actions averaged over the 10 test people.

As mentioned in the introduction, one of the important questions we wish to answer is the need for
the detection of the fine details of the person, such as the accurate hand, and elbow locations, in
order to recognize the action. To test this issue, we have compared the results of three approaches:
deformable parts model [23], Bag-of-Words (BoW) SVM ([24]), and our approach described in
section 2.2, in two settings. In the first setting the methods were trained to distinguish between the
actions based on a bounding box of the entire person (i.e. without focusing on the fine details such
as provided by the hand and elbow detection). In the second, body anchored setting, the methods
were applied to the hand anchored regions (small regions around the detected hand as described in
section 2.2). The method of [23] is one of the state-of-the-art object recognition schemes, achieving
top scores on recent PASCAL-VOC competitions [25], and BoW SVM is a popular method in
the literature also obtaining state-of-the art results for some datasets. Figure 5b shows the results
obtained by the three methods in the two settings. Figure 5a provides ROC-based comparison of the
results of our full approach with the ones obtained by [23]. The obtained results strongly suggest that
body anchoring is a powerful prior for the task of distinguishing between similar transitive actions.

3.3 Gupta et al dataset experiments

This dataset was compiled by [11]. It consists of 46 movie sequences of 9 different people perform-
ing 6 distinct transitive actions: drinking, spraying, answering the phone, making a call, pouring
from a pitcher and lighting a flashlight. In each movie, we manually assigned action labels to all
the frames actually containing the action, labeling the remainder of the frames ‘no-action’. Since
the distinction between ‘making a call’ and ‘answering phone’ was in the presence or absence of
the ‘dialing’ action in the respective video, we re-labeled the frames of these actions into ‘phone
talking’ and ‘dialing’. The action recognition performance was measured using the person-leave-
one-out cross-validation, in the same manner as for our dataset. The average accuracy over the 7
static actions (including no-action) was 82± 11.5%, and was 86± 14.4% excluding no-action. The
average 7-action confusion matrix is shown in figure 6b. The presented results are for the static
action recognition, and hence are not directly comparable with the results obtained on this dataset
for the dynamic action recognition by [11], who obtained 93.34% recognition (out of the 46 video
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Figure 6: (a) some successfully identified action examples from the dataset of [11]; (b) mean static
action confusion matrix for leave-one-out cross validation experiments on the Gupta et al. dataset.

sequences and not frames) using both the temporal information (part tracks, etc.) and a priori models
for the participating objects (cup, pitcher, flashlight, spray bottle and phone).

4 Discussion

We have presented a method for recognizing transitive actions from single images. This task is
performed naturally and efficiently by humans, but performance by current recognition methods is
severely limited. The proposed method can successfully handle both similar transitive actions (the
‘12/10’ dataset), and general transitive actions (the Gupta et al dataset). The method uses priors
that focus on body part anchored features and relations. It has been shown that most common verbs
are associated with specific body parts [19]; the actions considered here were all hand-related in
this sense. The detection of hands and elbows therefore provided useful priors in terms of regions
and properties likely to contribute to the SAR task in this setting. The proposed approach can be
generalized to deal with other actions by detecting all the body parts associated with common verbs,
automatically detecting the relevant parts for each specific action during training, and finally apply-
ing the body anchored SAR model described in section 2.2. The comparisons show that without
using the body anchored priors there is a highly significant drop in SAR performance even when
employing state-of-the-art methods for object recognition. The main reasons for this drop are the
fine details and local nature of the relevant evidence for distinguishing between actions, the huge
number of possible locations, and detailed features that need to be searched if body-anchored priors
are not used. Directions for future studies therefore include a more complete and accurate body parts
detection and their use in providing useful priors for static action recognition and interpretation.

A Log-posterior derivation

Here we derive the equivalent form of log-posterior (eq. 3) of the proposed probabilistic action
recognition model defined in eq. 1. In 4, the symbol ∼ means equivalent in terms of maximizing
over the values of the action variable A.
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In eq. 4, γ = α/ (1− α), the term
∑kn
m=1 log

[
(1− α) ∙ P

(
fmn
∣
∣ofhn , o

he
n

)]
is independent of the

action (constant for a given image In) and thus can be dropped, and (∗) follows from log (1 + ε) ≈ ε
for ε� 1 and from γ being large due to our assumption that α� (1− α).
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