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Here, we present the derivation of the ensemble averages that appeared in Equation (9) with omitting
constantsXy ando,.

1 Derivation of (h%|a)

By definition,
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Replacing the variable as= W%"A) and hencé? = 4z + Ja,dh* = l4dz, we calculate the
second integral as
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The first term in Equation (2) is
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Multiplying this by [*°_dhBp(h?) leads to
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Multiplying the second term in Equation 2 iy dh®p(h?) leads to
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Taken together, we obtain
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from which we obtain the first equation of (9) in main text.
2 Deviation of (z,|a)

Sincez” is a summation ofV random variables that independently obey a Gaussian distribution
with meanl /N and variancd /N, it obeys a Gaussian distribution whose mean is one, and variance
is one. Using Bayes' theorem,
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Since the variance df* given the value oft” is i3 — J3, p(a = A|z*) is calculated as
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Substituting this into Equation 7, we arrive at the second equation of (9) in main text.



