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Here we give the formal proofs of Lemma 8 and Lemma 9. Actually they are simple consequences
of the following two theorem respectively.

Theorem 1 Letf be a function defined on[0, 1]d and isKth order smooth. Letr =
∫
[0,1]d

|f(x)|dx,

then‖f‖∞ = O(r
K

K+d ) = O(r · ( 1
r )

d
K+d ), where‖f‖∞ = supx∈[0,1]d |f(x)|.

Theorem 2 Let f be a function defined on[0, 1]d and is infinitely smooth. If
∫
[0,1]d

|f(x)|dx = r,

then‖f‖∞ = O(r · logd( 1
r )).

Proof of Lemma 8By the assumption that|Φ̃(x)| ≤ 1
α |Φ(x)| for all x ∈ [0, 1]d, we have

∫

[0,1]d
|Φ̃(x)|dx = O(r).

SinceΦ̃ is Kth order smooth, by Theorem 1 we have

‖Φ̃‖∞ = O

(
r ·

(
1
r

) d
K+d

)
.

Therefore

‖Φ‖∞ ≤ β‖Φ̃‖∞ = O

(
r ·

(
1
r

) d
K+d

)
.

Lemma 9 can be proved in the same way by Theorem 2.

Below, we give the proofs of Theorem 1 and Theorem 2.

Proof of Theorem 1We first consider the one-dimensional case, i.e.d = 1. Note that iff ∈ FK
C ,

then
|f (K−1)(x)− f (K−1)(x′)| ≤ C|x− x′| (1)

for all x, x′ ∈ [0, 1]. Hence we relax the constraint thatf is Kth order smooth to (1). The idea of
the proof ford = 1 is that, (one of) the optimalf (i.e. ‖f‖∞ achieves the maximum) under the
constraint (1) is of the form

f(x) =
{

C
K! |x− ξ|K : 0 ≤ x ≤ ξ,

0 : ξ < x ≤ 1.
(2)

That is
|f (K−1)(x)− f (K−1)(x′)| = C|x− x′|

for all x, x′ ∈ [0, ξ], whereξ is determined by
∫ 1

0
f(x)dx = r. It is then easy to check that

‖f‖∞ = O(r
K

K+1 ).
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For the formal proof, assume thatf(x) ≥ 0 for all x ∈ [0, 1]. Let f0 be the optimal function, i.e.
‖f0‖∞ ≥ ‖f‖∞ for all f satisfying the constraints. We will show that

|f (K−1)
0 (x)− f

(K−1)
0 (x′)| = C|x− x′|

for all x, x′ such thatf(x) > 0 andf(x′) > 0. Assume, for the sake of contradiction, that this is
not true. Then there exits an interval(a, b) and two constantsC1, C2, such that

f0(x) ≥ C1 > 0

and
|f (K−1)

0 (x)− f
(K−1)
0 (x′)| ≤ C2|x− x′| < C|x− x′|

for all x, x′ ∈ (a, b). Let

F (x) =
∫ x

0

f0(t)dt.

We have
F (0) = 0, F (1) = r, F ′(x) ≥ 0

for all x ∈ [0, 1]. We also have

F ′(x) ≥ C1 > 0, |F (K)(x)− F (K)(x′)| ≤ C2|x− x′| < C|x− x′|
for all x, x′ ∈ (a, b). Moreover,‖F ′‖∞ achieves the maximum.

Now, we will construct a functionh(x), so that there is a smallγ so thatF + γh satisfies all the
constraints but

‖F ′ + γh′‖∞ > ‖F ′‖∞,

which leads to a contradiction.

Denotex∗ = arg maxx∈[0,1] F
′(x). We will discuss three cases:

x∗ ∈ (a, b), x∗ ∈ [b, 1], x∗ ∈ [0, a].

If x∗ ∈ (a, b), let
h(x) = (x− a)K+1(b− x)K+1.

It is easy to check that for|γ| sufficiently small,

(F + γh)′(x) ≥ 0, x ∈ [0, 1],

and
|(F + γh)(K)(x)− (F + γh)(K)(x′)| ≤ C|x− x′|, x, x′ ∈ [0, 1]

If x∗ ∈ (a, a+b
2 ), takeγ > 0; if x∗ ∈ (a+b

2 , b), takeγ < 0. It is clear that in both cases

(F ′ + γh′)(x∗) > F ′(x∗).

If x∗ = a+b
2 , we can just useb′ = a + 3

4 (b− a) instead ofb.

If x∗ ∈ [b, 1], let

h(x) =





0 0 ≤ x ≤ a,

(x−a)K+1

(x−a)K+1+(b−x)K+1 · x−1
1−b a < x < b,

x−1
1−b b ≤ x ≤ 1.

It is not difficult to check that for sufficiently smallγ > 0,

(F + γh)′(x) ≥ 0,

and
|(F + γh)K(x)− (F + γh)K(x′)| ≤ C|x− x′|

for all x, x′ ∈ [0, 1], but
(F + γh)′(x∗) > F ′(x∗).

The casex∗ ∈ [0, a] can be treated in the same way.
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Now we have proved that the optimalf is, on the interval thatf(x) > 0, a Kth order polynomial
with the coefficient of the termxK is C

K! . If f(x) > 0 only on [0, ξ) (ξ < 1), thenf must be of
the form in Eq.(2). This is becausef has continuous derivatives up to orderK − 1 at ξ, hence the
derivatives up toK − 1th order must vanish atξ. Thus we only need to exclude the possibility
that f(x) > 0 on [0, 1] except at a finite number of zeros. Below we will show that this is not
possible because such af must have

∫ 1

0
|f(x)|dx is greater than some constant, which contradicts

to
∫ 1

0
|f(x)|dx = r wherer can be arbitrarily small.

Let f be represented by the following standard form

f(x) =
C

K!
(x− r1)p1 . . . (x− rt)pt [(x− rt+1)2pt+1 + α1] . . . [(x− rs)2ps + αs−t].

whereαi ≥ 0 and the powers summing up toK. So the firstt terms correspond to real zeros and the
others correspond to complex zeros. In fact we only need to consider the case that allαi = 0, since
it is easy to see that positiveαi increase

∫ |f(x)|dx. Therefore we assumef has only real zeros. We
first assume that there is no zero in[0, 1] andp is the total power of all negative zeros. Then

∫ 1

0

|f(x)|dx ≥ C

K!

∫ 1

0

xp(1− x)K−pdx

=
C

K!
Γ(p + 1)Γ(K − p + 1)

Γ(K + 2)

≥ C

K!
Γ2(K

2 + 1)
Γ(K + 2)

,

whereΓ(·) is the gamma function.

For the case that there are zeros in[0, 1]. Assume without loss of generality that0 ≤ r1 < r2 <
. . . < rl ≤ 1. Denote∆1 = r1,∆2 = r2 − r1, . . . ,∆l+1 = 1− rl. We must havemax∆i ≥ 1

K+1 .
Let i∗ be the correspondingi, and considerri∗−1 andri∗ . Then we have

∫ 1

0

|f(x)|dx ≥ C

K!

∫ ri∗

ri∗−1

(x− ri∗−1)p(ri∗ − x)K−pdx

≥ C

K!
(

1
K + 1

)K+1 Γ2(K
2 + 1)

Γ(K + 2)
.

Thus in either case the integral can not be arbitrarily small.

To conclude thed = 1 case, the optimal functionf0 must satisfy

f
(K−1)
0 (x)− fK−1

0 (x′) = C|x− x′|
for all x, x′ such thatf(x) > 0 andf(x′) > 0. Sincef must have continuous derivatives up to the
(K − 1)th order, (one of) the optimalf has to be of the form given in Eq(2). This completes the
proof of the one-dimensional case.

For the general cased ≥ 1, the idea is to relax the constraints that the partial derivatives are Lipschitz
to that the directional partial derivatives are Lipschitz.

First note that allK − 1th order partial derivatives are Lipschitz implies that all theK − 1th order
directional derivatives are Lipschitz too. To be precise, letu be a unit vector, i.e.‖u‖ = 1. Also
let φx,u(t) = f(x + tu), wherex is arbitrary. Then thepth order directional derivative is defined as

φ
(p)
x,u(t). It is clear by calculus that if allDkf are Lipschitz with some constantC for all k such that

|k| = K − 1, thenφ
(K−1)
x,u (t) is Lipschitz with some other constantC ′ for all t, x andu. Now, let0

be thed-dimensional vector(0, . . . , 0) andx0 ∈ [0, 1]d. Let φx0(t) = f(0 + t x0
‖x0‖ ).

According to the arguments for the one dimensional case, it is not difficult to see that ifφ
(K−1)
x0 is

Lipschitz for allt andx0 ∈ [0, 1]d with constantC ′, then (one of) the optimalφ mush be of the form

φx0(t) =





C′
K! |t− ξ|K 0 ≤ t ≤ ξ,

0 ξ < t.
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Hence the correspondingf has the form1

f(x) =





C′
K! |‖x‖ − ξ|K 0 ≤ ‖x‖ ≤ ξ,

0 ξ < ‖x‖.
whereξ is determined by

∫
[0,1]d

|f(x)|dx = r. Finally, simple calculations show that‖f‖∞ =

O(r
K

K+d ). This completes the proof.

Proof of Theorem 2 First consider thed = 1 case. Sincef is infinitely smooth, it isKth order
smooth for arbitrary largeK. Hence we can chooseK depending onr. Let

K + 1 =
log 1

r

log log 1
r

.

We know that the optimalf is of the form in (2). We point out that thisK is (approximately) the
largestK such that (2) is still the optimal form. IfK is larger than this,ξ will be out of [0, 1], and
the argument in the proof of Theorem 1 does not hold. Since

∫ 1

0
|f(x)| = r, we have

ξK+1 =
(K + 1)!

C
.

It is clear that

‖f‖∞ =
C

K!
ξK .

Remember that

K + 1 =
log 1

r

log log 1
r

,

also note that

(
1
r
)

log log 1
r

log 1
r = log

1
r
,

then by Stirling’s formula, it is easy to show that‖f‖∞ = O(r · log 1
r ).

For the generald ≥ 1 case, take

K + d =
log 1

r

log log 1
r

.

By similar arguments in the proof Theorem 1 we have‖f‖∞ = O(r · logd 1
r ).

1f is optimal under the relaxed constraints of directional partial derivatives. Actually thisf no longer
satisfies the original partial derivative constraints.
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