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Abstract

A recently proposed formulation of the stochastic planning and control problem
as one of parameter estimation for suitable artificial statistical models has led to
the adoption of inference algorithms for this notoriously hard problem. At the
algorithmic level, the focus has been on developing Expectation-Maximization
(EM) algorithms. In this paper, we begin by making the crucial observation that
the stochastic control problem can be reinterpreted as one of trans-dimensional
inference. With this new interpretation, we are able to propose a novel reversible
jump Markov chain Monte Carlo (MCMC) algorithm that is more efficient than
its EM counterparts. Moreover, it enables us to implement full Bayesian policy
search, without the need for gradients and with one single Markov chain. The
new approach involves sampling directly from a distribution that is proportional
to the reward and, consequently, performs better than classic simulations methods
in situations where the reward is a rare event.

1 Introduction

Continuous state-space Markov Decision Processes (MDPs) are notoriously difficult to solve. Ex-
cept for a few rare cases, including linear Gaussian models with quadratic cost, there is no
closed-form solution and approximations are required [4]. A large number of methods have been
proposed in the literature relying on value function approximation and policy search; including
[3, 10, 14, 16, 18]. In this paper, we follow the policy learning approach because of its promise and
remarkable success in complex domains; see for example [13, 15]. Our work is strongly motivated
by a recent formulation of stochastic planning and control problems as inference problems. This line
of work appears to have been initiated in [5], where the authors used EM as an alternative to standard
stochastic gradient algorithms to maximize an expected cost. In [2], a planning problem under un-
certainty was solved using a Viterbi algorithm. This was later extended in [21]. In these works, the
number of time steps to reach the goal was fixed and the plans were not optimal in expected reward.
An important step toward surmounting these limitations was taken in [20, 19]. In these works, the
standard discounted reward control problem was expressed in terms of an infinite mixture of MDPs.
To make the problem tractable, the authors proposed to truncate the infinite horizon time.

Here, we make the observation that, in this probabilistic interpretation of stochastic control, the
objective function can be written as the expectation of a positive function with respect to a trans-
dimensional probability distribution, i.e. a probability distribution defined on a union of subspaces
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of different dimensions. By reinterpreting this function as a (artificial) marginal likelihood, it is
easy to see that it can also be maximized using an EM-type algorithm in the spirit of [5]. However,
the observation that we are dealing with a trans-dimensional distribution enables us to go beyond
EM. We believe it creates many opportunities for exploiting a large body of sophisticated inference
algorithms in the decision-making context.

In this paper, we propose a full Bayesian policy search alternative to the EM algorithm. In this
approach, we set a prior distribution on the set of policy parameters and derive an artificial posterior
distribution which is proportional to the prior times the expected reward. In the simpler context
of myopic Bayesian experimental design, a similar method was developed in [11] and applied suc-
cessfully to high-dimensional problems [12]. Our method can be interpreted as a trans-dimensional
extension of [11]. We sample from the resulting artificial posterior distribution using a single trans-
dimensional MCMC algorithm, which only involves a simple modification of the MCMC algorithm
developed to implement the EM.

Although the Bayesian policy search approach can benefit from gradient information, it does not
require gradients. Moreover, since the target is proportional to the expected reward, the simulation
is guided to areas of high reward automatically. In the fixed policy case, the value function is often
computed using importance sampling. In this context, our algorithm could be reinterpreted as an
MCMC algorithm sampling from the optimal importance distribution.

2 Model formulation

We consider the following class of discrete-time Markov decision processes (MDPs):

X1 ∼ µ(·)
Xn| (Xn−1 = x, An−1 = a) ∼ fa ( ·|x)
Rn| (Xn = x, An = a) ∼ ga ( ·|x)
An| (Xn = x, θ) ∼ πθ ( ·|x) ,

(1)

where n = 1, 2, . . . is a discrete-time index, µ(·) is the initial state distribution, {Xn} is the
X−valued state process, {An} is the A−valued action process, {Rn} is a positive real-valued re-
ward process, fa denotes the transition density, ga the reward density and πθ is a randomized policy.
If we have a deterministic policy then πθ (a|x) = δϕθ(x) (a). In this case, the transition model

fa ( ·|x) assumes the parametrization fθ ( ·|x). The reward model could also be parameterized as
gθ ( ·|x). It should be noted that for this work we will be working within a model-based framework
and as a result will require knowledge of the transition model (although it could be learned).

We are here interested in maximizing with respect to the parameters of the policy θ the expected
future reward

V π
µ (θ) = E

[
∞∑

n=1

γn−1Rn

]
,

where 0 < γ < 1 is a discount factor and the expectation is with respect to the probabilistic model
defined in (1). As shown in [20], it is possible to re-write this objective of optimizing an infinite
horizon discounted reward MDP (where the reward happens at each step) as one of optimizing an
infinite mixture of finite horizon MDPs (where the reward only happens at the last time step).

In particular, we note that by introducing the trans-dimensional probability distribution on
⊎

{k}×

X k ×Ak × R
+ given by

pθ (k, x1:k, a1:k, rk) = (1 − γ) γk−1µ (x1) gak
(rk|xk)

k∏

n=2

fan−1 (xn|xn−1)

k∏

n=1

πθ (an|xn) ,

(2)
we can easily rewrite V π

µ (θ) as an infinite mixture model of finite horizon MDPs, with the reward
happening at the last horizon step; namely at k. Specifically we have:

V π
µ (θ) = (1 − γ)

−1
Epθ

[RK ] = (1 − γ)−1
∞∑

k=1

∫
rkpθ (k, x1:k, a1:k, rk) dx1:kda1:kdrk (3)
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for a randomized policy. Similarly, for a deterministic policy, the representation (3) also holds for

the trans-dimensional probability distribution defined on
⊎

{k} × X k × R
+ given by

pθ (k, x1:k, rk) = (1 − γ) γk−1µ (x1) gθ (rk|xk)

k∏

n=2

fθ (xn|xn−1) . (4)

The representation (3) was also used in [6] to compute the value function through MCMC for a
fixed θ. In [20], this representation is exploited to maximize V π

µ (θ) using the EM algorithm which,
applied to this problem, proceeds as follows at iteration i

θi = arg max
θ∈Θ

Q (θi−1, θ)

where
Q (θi−1, θ) = Eepθi−1

[log (RK .pθ (K, X1:K , A1:K , RK))] ,

p̃θ (k, x1:k, a1:k, rk) =
rkpθ (k, x1:k, a1:k, rk)

Epθ
[RK ]

.

Unlike [20], we are interested in problems with potentially nonlinear and non-Gaussian properties.
In these situations, the Q function cannot be calculated exactly. The standard Monte Carlo EM
approach consists of sampling from p̃θ (k, x1:k, a1:k, rk) using MCMC to obtain a Monte Carlo es-
timate of the Q function. As p̃θ (k, x1:k, a1:k, rk) is proportional to the reward, the samples will con-
sequently be drawn in regions of high reward. This is a particularly interesting feature in situations
where the reward function is concentrated in a region of low probability mass under pθ (k, x1:k, rk),
which is often the case in high-dimensional control settings. Note that if we wanted to estimate
V π

µ (θ) using importance sampling, then the distribution p̃θ (k, x1:k, a1:k, rk) corresponds to the op-
timal zero-variance importance distribution.

Alternatively, instead of sampling from p̃θ (k, x1:k, a1:k, rk) using MCMC, we could proceed as
in [20] to derive forward-backward algorithms to implement the E-step which can be implemented
here using Sequential Monte Carlo (SMC) techniques. We have in fact done this using the smoothing
algorithms proposed in [9]. However, we will focus the discussion on a different MCMC approach
based on trans-dimensional simulation. As shown in the experiments, the latter does considerably
better.

Finally, we remark that for a deterministic policy, we can introduce the trans-dimensional distribu-
tion:

p̃θ (k, x1:k, rk) =
rkpθ (k, x1:k, rk)

Epθ
[RK ] .

In addition, and for ease of presentation only, we focus the discussion on deterministic policies and
reward functions gθ (rn|xn) = δr(xn) (rn) ; the extension of our algorithms to the randomized case
is straightforward.

3 Bayesian policy exploration

The EM algorithm is particularly sensitive to initialization and might get trapped in a severe lo-
cal maximum of V π

µ (θ). Moreover, in the general state-space setting that we are considering, the
particle smoothers in the E-step can be very expensive computationally.

To address these concerns, we propose an alternative full Bayesian approach. In the simpler context
of experimental design, this approach was successfully developed in [11], [12]. The idea consists
of introducing a vague prior distribution p (θ) on the parameters of the policy θ. We then define the

new artificial probability distribution defined on Θ ×
⊎

{k} × X k by

p (θ, k, x1:k) ∝ r (xk) pθ (k, x1:k) p (θ) .

By construction, this target distribution admits the following marginal in θ

p (θ) ∝ V π
µ (θ) p (θ)

and we can select an improper prior distribution p (θ) ∝ 1 if
∫
Θ

V π
µ (θ) dθ < ∞.
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If we could sample from p (θ), then the generated samples
{
θ(i)

}
would concentrate themselves

in regions where V π
µ (θ) is large. We cannot sample from p (θ) directly but we can developed a

trans-dimensional MCMC algorithm which will generate asymptotically samples from p (θ, k, x1:k),
hence samples from p (θ).

Our algorithm proceeds as follows. Assume the current state of the Markov chain targeting
p (θ, k, x1:k) is (θ, k, x1:k). We propose first to update the components (k, x1:k) conditional upon θ
using a combination of birth, death and update moves using the reversible jump MCMC algorithm
[7, 8, 17]. Then we propose to update θ conditional upon the current value of (k, x1:k). This can
be achieved using a simple Metropolis-Hastings algorithm or a more sophisticated dynamic Monte
Carlo schemes. For example, if gradient information is available, one could adopt Langevin diffu-
sions and the hybrid Monte Carlo algorithm [1]. The overall algorithm is depicted in Figure 1. The
details of the reversible jump algorithm are presented in the following section.

1. Initialization: set (k(0), x
(0)

1:k(0) , θ
(0)).

2. For i = 0 to N − 1

• Sample u ∼ U[0,1].

• If (u ≤ bk)

– then carry out a “birth” move: Increase the horizon length of the MDP, say

k(i) = k(i−1) + 1 and insert a new state.

– else if (u ≤ bk + dk) then carry out a “death” move: decrease the horizon

length of the MDP, say k(i) = k(i−1)
− 1 and an existing state.

– else let k(i) = k(i−1) and generate samples x
(i)

1:k(i) of the MDP states.

End If.

• Sample the policy parameters θ(i) conditional on the samples (x
(i)

1:k(i) , k
(i)).

Figure 1: Generic reversible jump MCMC for Bayesian policy learning.

We note that for a given θ the samples of the states and horizon generated by this Markov chain
will also be distributed (asymptotically) according to the trans-dimensional distribution p̃θ (k, x1:k).
Hence, they can be easily adapted to generate a Monte Carlo estimate of Q (θi−1, θ). This allows
us to side-step the need for expensive smoothing algorithms in the E-step. The trans-dimensional
simulation approach has the advantage that the samples will concentrate themselves automatically
in regions where p̃θ (k) has high probability masses. Moreover, unlike in the EM framework, it is
no longer necessary to truncate the time domain.

4 Trans-Dimensional Markov chain Monte Carlo

We present a simple reversible jump method composed of two reversible moves (birth and death)
and several update moves. Assume the current state of the Markov chain targeting p̃θ (k, x1:k)
is (k, x1:k). With probability1 bk, we propose a birth move; that is we sample a location
uniformly in the interval {1, ..., k + 1}, i.e. J ∼ U {1, ..., k + 1}, and propose the candidate
(k + 1, x1:j−1, x

∗, xj:k) where X∗ ∼ qθ ( ·|xj−1:j). This candidate is accepted with probability
Abirth = min{1, αbirth} where we have for j ∈ {2, ..., k − 1}

αbirth =
p̃θ (k + 1, x1:j−1, x

∗, xj:k) dk+1

p̃θ (k, x1:k) bkqθ (x∗|xj−1:j)

=
γfθ (x∗|xj−1) fθ (xj |x

∗) dk+1

fθ (xj |xj−1) bkqθ (x∗|xj−1:j)
,

for j = 1

αbirth =
γµ (x∗) fθ (x1|x

∗) dk+1

µ (x1) bkqθ (x∗|x1)
,

1In practice we can set the birth and death probabilities such that bk = dk = uk = 1/3.
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and j = k + 1

αbirth =
γr (x∗) fθ (x∗|xk) dk+1

r (xk) bkqθ (x∗|xk)
.

With probability dk, we propose a death move; that is J ∼ U {1, ..., k} and we propose the candidate
(k − 1, x1:j−1, xj+1:k) which is accepted with probability Adeath = min{1, αdeath} where for
j ∈ {2, ..., k − 1}

αdeath =
p̃θ (k − 1, x1:j−1, xj+1:k) bk+1qθ (xj |xj−1:j+1)

p̃θ (k, x1:k) dk

=
fθ (xj+1|xj−1) bk+1qθ (xj |xj−1:j+1)

γfθ (xj+1|xj) fθ (xj |xj−1) dk

,

for j = 1

αdeath =
µ (x2) qθ (x1|x2) bk+1

γµ (x1) fθ (x2|x1) dk

,

and for j = k

αdeath =
r (xk−1) qθ (xk|xk−1) bk+1

γr (xk) fθ (xk|xk−1) dk

.

The αbirth and αdeath terms derived above can be thought of as ratios between the distribution over
the newly proposed state of the chain (i.e. after the birth/death) and the current state. These terms
must also ensure reversibility and the dimension-matching requirement for reversible jump MCMC.
For more information see [7, 8].

Finally with probability uk = 1 − bk − dk , we propose a standard (fixed dimensional) move where
we update all or a subset of the components x1:k using say Metropolis-Hastings or Gibbs moves.
There are many design possibilities for these moves. In general, one should block some of the
variables so as to improve the mixing time of the Markov chain. If one adopts a simple one-at-a
time Metropolis-Hastings scheme with proposals qθ (x∗|xj−1:j+1) to update the j-th term, then the
candidate is accepted with probability Aupdate = min{1, αupdate} where for j ∈ {2, ..., k − 1}

αupdate =
p̃θ (k, x1:j−1, x

∗, xj+1:k) qθ (xj |xj−1, x
∗, xj+1)

p̃θ (k, x1:k) qθ (x∗|xj−1:j+1)

=
fθ (x∗|xj−1) fθ (xj+1|x

∗) qθ (xj |xj−1, x
∗, xj+1)

fθ (xj |xj−1) fθ (xj+1|xj) qθ (x∗|xj−1:j+1)
,

for j = 1

αupdate =
µ (x∗) fθ (x2|x

∗) qθ (x1|x
∗, x2)

µ (x1) fθ (x2|x1) qθ (x∗|x1:2)
,

and for j = k

αupdate =
r (x∗) fθ (x∗|xk−1) qθ (xk|x

∗, xk−1)

r (xk) fθ (xk|xk−1) qθ (x∗|xk−1:k)
.

Under weak assumptions on the model, the Markov chain {K(i), X
(i)
1:K} generated by this transition

kernel will be irreducible and aperiodic and hence will generate asymptotically samples from the
target distribution p̃θ (k, x1:k).

We emphasize that the structure of the distributions p̃θ (x1:k| k) will not in many applications vary
significantly with k and we often have p̃θ (x1:k|k) ≈ p̃θ (x1:k| k + 1). Hence the probability of hav-
ing the reversible moves accepted will be reasonable. Standard Bayesian applications of reversible
jump MCMC usually do not enjoy this property and it makes it more difficult to design fast mixing
algorithms. In this respect, our problem is easier.

5 Experiments

It should be noted from the outset that the results presented in this paper are preliminary, and serve
mainly as an illustration of the Monte Carlo algorithms presented earlier. With that note aside, even
these simple examples will give us some intuition about the algorithms’ performance and behavior.
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Figure 2: This figure shows an illustration of the 2d state-space described in section 5. Ten sample points

are shown distributed according to µ, the initial distribution, and the contour plot corresponds to the reward

function r. The red line denotes the policy parameterized by some angle θ, while a path is drawn in blue

sampled from this policy.

We are also very optimistic as to the possible applications of analytic expressions for linear Gaussian
models, but space has not allowed us to present simulations for this class of models here.

We will consider state- and action-spaces X = A = R
2 such that each state x ∈ X is a 2d position

and each action a ∈ A is a vector corresponding to a change in position. A new state at time n
is given by Xn = Xn−1 + An−1 + νn−1 where νn−1 denotes zero-mean Gaussian noise. Finally
we will let µ be a normal distribution about the origin, and consider a reward (as in [20]) given by
an unnormalized Gaussian about some point m, i.e. r(x) = exp(− 1

2 (x − m)T Σ−1(x − m)). An
illustration of this space can be seen in Figure 2 where m = (1, 1).

For these experiments we chose a simple, stochastic policy parameterized by θ ∈ [0, 2π]. Under
this policy, an action An = (w + δ) · (cos(θ + ω), sin(θ + ω)) is taken where δ and ω are normally
distributed random variables and w is some (small) constant step-length. Intuitively, this policy cor-
responds to choosing a direction θ in which the agent will walk. While unrealistic from a real-world
perspective, this allows us a method to easily evaluate and plot the convergence of our algorithm.
For a state-space with initial distribution and reward function defined as in Figure 2 the optimal
policy corresponds to θ = π/4.

We first implemented a simple SMC-based extension of the EM algorithm described in [20], wherein
a particle filter was used for the forwards/backwards filters. The plots in Figure 3 compare the
SMC-based and trans-dimensional approaches performing on this synthetic example. Here the in-
ferred value of θ is shown against CPU time, averaged over 5 runs. The first thing of note is the
terrible performance of the SMC-based algorithm—in fact we had to make the reward broader and
closer to the initial position in order to ensure that the algorithm converges in a reasonable amount
of time. This comes as no surprise considering the O(N2k2

max) time complexity necessary for com-
puting the importance weights. While there do exist methods [9] for reducing this complexity to
O(N log Nk2

max), the discrepancy between this and the reversible jump MCMC method suggests
that the MCMC approach may be more adapted to this class of problems. In the finite/discrete case
it is also possible, as shown by Toussaint et al (2006), to reduce the k2

max term to kmax by calculating
updates only using messages from the backwards recursion. The SMC method might further be im-
proved by better choices for the artificial distribution ηn(xn) in the backwards filter. In this problem
we used a vague Gaussian centered on the relevant state-space. It is however possible that any added
benefit from a more informative η distribution is counterbalanced by the time required to calculate
this η, for example by simulating particles forward in order to find the invariant distribution, etc.

Also shown in figure 3 is the performance of a Monte Carlo EM algorithm using reversible jump
MCMC in the E-step. Both this and the fully Bayesian approach perform comparably, although the
fully Bayesian approach shows less in-run variance, as well as less variance between runs. The EM
algorithm was also more sensitive, and we were forced to increase the number of samples N used
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Figure 3: The left figure shows estimates for the policy parameter θ as a function of the CPU time used to

calculate that value. This data is shown for the three discussed Monte Carlo algorithms as applied to a synthetic

example and has been averaged over five runs; error bars are shown for the SMC-based EM algorithm. Because

of the poor performance of the SMC-based algorithm it is difficult to compare the performance of the other two

algorithms using only this plot. The right figure shows a smoothed and “zoomed” version of the right plot in

order to show the reversible-jump EM algorithm and the fully Bayesian algorithm in more detail. In both plots

a red line denotes the known optimal policy parameter of π/4.

by the E-step as the algorithm progressed, as well as controlling the learning rate with a smoothing
parameter. For higher dimensional and/or larger models it is not inconceivable that this could have
an adverse affect on the algorithms performance.

Finally, we also compared the proposed Bayesian policy exploration method to the PEGASUS [14]
approach using a local search method. We initially tried using a policy-gradient approach, but
because of the very highly-peaked rewards the gradients become very poorly scaled and would have
required more tuning. As shown in Figure 4, the Bayesian strategy is more efficient in this rare
event setting. As the dimension of the state-space increases, we expect this difference to become
even more pronounced.

6 Discussion

We believe that formulating stochastic control as a trans-dimensional inference problem is fruitful.
This formulation relies on minimal assumptions and allows us to apply modern inference algorithms
to solve control problems. We have focused here on Monte Carlo methods and have presented—
to the best of our knowledge—the first application of reversible jump MCMC to policy search.
Our results, on an illustrative example, showed that this trans-dimensional MCMC algorithm is
more effective that standard policy search methods and alternative Monte Carlo methods relying on
particle filters. However, this methodology remains to be tested on high-dimensional problems. For
such scenarios, we expect that it will be necessary to develop more efficient MCMC strategies to
explore the policy space efficiently.
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