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Abstract

Humans are extremely adept at learning new skills by imitating the ac-
tions of others. A progression of imitative abilities has been observed
in children, ranging from imitation of simple body movements to goal-
based imitation based on inferring intent. In this paper, we show that the
problem of goal-based imitation can be formulated as one of inferring
goals and selecting actions using a learned probabilistic graphical model
of the environment. We first describe algorithms for planning actions to
achieve a goal state using probabilistic inference. We then describe how
planning can be used to bootstrap the learning of goal-dependent poli-
cies by utilizing feedback from the environment. The resulting graphical
model is then shown to be powerful enough to allow goal-based imita-
tion. Using a simple maze navigation task, we illustrate how an agent
can infer the goals of an observed teacher and imitate the teacher even
when the goals are uncertain and the demonstration is incomplete.

1 Introduction

One of the most powerful mechanisms of learning in humans is learning by watching. Im-
itation provides a fast, efficient way of acquiring new skills without the need for extensive
and potentially dangerous experimentation. Research over the past decade has shown that
even newborns can imitate simple body movements (such as facial actions) [1]. While the
neural mechanisms underlying imitation remain unclear, recent research has revealed the
existence of “mirror neurons” in the primate brain which fire both when a monkey watches
an action or when it performs the same action [2].

The most sophisticated forms of imitation are those that require an ability to infer the
underlying goals and intentions of a teacher. In this case, the imitating agent attributes not
only visible behaviors to others, but also utilizes the idea that others have internal mental
states that underlie, predict, and generate these visible behaviors. For example, infants
that are about 18 months old can readily imitate actions on objects, e.g., pulling apart a
dumbbell shaped object (Fig. 1a). More interestingly, they can imitate this action even
when the adult actor accidentally under- or overshot his target, or the hands slipped several
times, leaving the goal-state unachieved (Fig. 1b)[3]. They were thus presumably able to
infer the actor’s goal, which remained unfulfilled, and imitate not the observed action but
the intended one.



In this paper, we propose a model for intent inference and goal-based imitation that utilizes
probabilistic inference over graphical models. We first describe how the basic problems
of planning an action sequence and learning policies (state to action mappings) can be
solved through probabilistic inference. We then illustrate the applicability of the learned
graphical model to the problems of goal inference and imitation. Goal inference is achieved
by utilizing one’s own learned model as a substitute for the teacher’s. Imitation is achieved
by using one’s learned policies to reach an inferred goal state. Examples based on the
classic maze navigation domain are provided throughout to help illustrate the behavior
of the model. Our results suggest that graphical models provide a powerful platform for
modeling and implementing goal-based imitation.

(a) (b)

Figure 1: Example of Goal-Based Imitation by Infants: (a) Infants as young as 14 months old can
imitate actions on objects as seen on TV (from [4]). (b) Human actor demonstrating an unsuccessful
act. Infants were subsequently able to correctly infer the intent of the actor and successfully complete
the act (from [3]).

2 Graphical Models

We first describe how graphical models can be used to plan action sequences and learn
goal-based policies, which can subsequently be used for goal inference and imitation. Let
ΩS be the set of states in the environment, ΩA the set of all possible actions available to
the agent, and ΩG the set of possible goals. We assume all three sets are finite. Each goal g
represents a target state Goalg ∈ ΩS . At time t the agent is in state st and executes action
at. gt represents the current goal that the agent is trying to reach at time t. Executing the
action at changes the agent’s state in a stochastic manner given by the transition probability
P (st+1 | st, at), which is assumed to be independent of t i.e., P (st+1 = s′ | st = s, at =
a) = τs′sa.

Starting from an initial state s1 =s and a desired goal state g, planning involves computing
a series of actions a1:T to reach the goal state, where T represents the maximum number
of time steps allowed (the “episode length”). Note that we do not require T to be exactly
equal to the shortest path to the goal, just as an upper bound on the shortest path length. We
use a, s, g to represent a specific value for action, state, and goal respectively. Also, when
obvious from the context, we use s for st =s, a for at =a and g for gt =g.

In the case where the state st is fully observed, we obtain the graphical model in Fig. 2a,
which is also used in Markov Decision Process (MDP) [5] (but with a reward function).
The agent needs to compute a stochastic policy π̂t(a | s, g) that maximizes the probability
P (sT+1 = Goalg | st = s, gt = g). For a large time horizon (T � 1), the policy is
independent of t i.e. π̂t(a | s, g) =π̂(a | s, g) (a stationary policy). A more realistic
scenario is where the state st is hidden but some aspects of it are visible. Given the current
state st = s, an observation o is produced with the probability P (ot = o | st = s) =
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Figure 2: Graphical Models: (a) The standard MDP graphical model: The dependencies between
the nodes from time step t to t + 1 are represented by the transition probabilities and the dependency
between actions and states is encoded by the policy. (b) The graphical model used in this paper (note
the addition of goal, observation and “reached” nodes). See text for more details.

ζso. In this paper, we assume the observations are discrete and drawn from the set ΩO,
although the approach can be easily generalized to the case of continuous observations
(as in HMMs, for example). We additionally include a goal variable gt and a “reached”
variable rt, resulting in the graphical model in Fig. 2b (this model is similar to the one used
in partially observable MDPs (POMDPs) but without the goal/reached variables). The goal
variable gt represents the current goal the agent is trying to reach while the variable rt is a
boolean variable that assumes the value 1 whenever the current state equals the current goal
state and 0 otherwise. We use rt to help infer the shortest path to the goal state (given an
upper bound T on path length); this is done by constraining the actions that can be selected
once the goal state is reached (see next section). Note that rt can also be used to model the
switching of goal states (once a goal is reached) and to implement hierarchical extensions
of the present model. The current action at now depends not only on the current state but
also on the current goal gt, and whether we have reached the goal (as indicated by rt).

The Maze Domain: To illustrate the proposed approach, we use the standard stochastic
maze domain that has been traditionally used in the MDP and reinforcement learning liter-
ature [6, 7]. Figure 3 shows the 7×7 maze used in the experiments. Solid squares denote
a wall. There are five possible actions: up,down,left,right and stayput. Each
action takes the agent into the intended cell with a high probability. This probability is
governed by the noise parameter η, which is the probability that the agent will end up in
one of the adjoining (non-wall) squares or remain in the same square. For example, for the
maze in Fig. 3, P ([3, 5] | [4, 5], left)=η while P ([4, 4] | [4, 5], left)=1 − 3η (we use
[i,j] to denote the cell in ith row and jth column from the top left corner).

3 Planning and Learning Policies

3.1 Planning using Probabilistic Inference

To simplify the exposition, we first assume full observability (ζso = δ(s, o)). We also
assume that the environment model τ is known (the problem of learning τ is addressed
later). The problem of planning can then be stated as follows: Given a goal state g, an initial
state s, and number of time steps T , what is the sequence of actions â1:T that maximizes the
probability of reaching the goal state? We compute these actions using the most probable
explanation (MPE) method, a standard routine in graphical model packages (see [7] for an
alternate approach). When MPE is applied to the graphical model in Fig. 2b, we obtain:

ā1:T , s̄2:T+1, ḡ1:T , r̄1:T = argmax P (a1:T , s2:T , g1:T , r1:T | s1 =s, sT+1 =Goalg) (1)

When using the MPE method, the “reached” variable rt can be used to compute the
shortest path to the goal. For P (a | g, s, r), we set the prior for the stayput ac-



tion to be very high when rt = 1 and uniform otherwise. This breaks the isomorphism
of the MPE action sequences with respect to the stayput action, i.e., for s1 =[4,6],
goal=[4,7], and T =2, the probability of right,stayput becomes much higher than
that of stayput,right (otherwise, they have the same posterior probability). Thus, the
stayput action is discouraged unless the agent has reached the goal. This technique is
quite general, in the sense that we can always augment ΩA with a no-op action and use this
technique based on rt to push the no-op actions to the end of a T -length action sequence
for a pre-chosen upper bound T .
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Figure 3: Planning and Policy Learning: (a) shows three example plans (action sequences) com-
puted using the MPE method. The plans are shown as colored lines capturing the direction of actions.
The numbers denote probability of success of each plan. The longer plans have lower probability of
success as expected.

3.2 Policy Learning using Planning

Executing a plan in a noisy environment may not always result in the goal state being
reached. However, in the instances where a goal state is indeed reached, the executed
action sequence can be used to bootstrap the learning of an optimal policy π̂(a | s, g),
which represents the probability for action a in state s when the goal state to be reached
is g. We define optimality in terms of reaching the goal using the shortest path. Note that
the optimal policy may differ from the prior P (a|s, g) which counts all actions executed in
state s for goal g, regardless of whether the plan was successful.

MDP Policy Learning: Algorithm 1 shows a planning-based method for learning policies
for an MDP (both τ and π are assumed unknown and initialized to a prior distribution, e.g.,
uniform). The agent selects a random start state and a goal state (according to P (g1)), infers
the MPE plan ā1:T using the current τ , executes it, and updates the frequency counts for
τs′sa based on the observed st and st+1 for each at. The policy π̂(a | s, g) is only updated
(by updating the action frequencies) if the goal g was reached. To learn an accurate τ , the
algorithm is biased towards exploration of the state space initially based on the parameter
α (the “exploration probability”). α decreases by a decay factor γ (0 <γ <1) with each
iteration so that the algorithm transitions to an “exploitation” phase when transition model
is well learned and favors the execution of the MPE plan.

POMDP Policy Learning: In the case of partial observability, Algorithm 1 is mod-
ified to compute the plan ā1:T based on observation o1 = o as evidence instead of
s1 = s in Eq.1. The plan is executed to record observations o2:T+1, which are
then used to compute the MPE estimate for the hidden states:s̄o

1:T+1
, ḡ1:T , r̄1:T+1 =

argmax P (s1:T+1, g1:T , r1:T+1 | o1:T+1, ā1:T , gT+1 = g). The MPE estimate s̄o
1:T+1

is
then used instead of so

1:T+1 to update π̂ and τ .

Results: Figure 4a shows the error in the learned transition model and policy as a func-
tion of the number of iterations of the algorithm. Error in τs′sa was defined as the squared
sum of differences between the learned and true transition parameters. Error in the learned
policy was defined as the number of disagreements between the optimal deterministic pol-



Algorithm 1 Policy learning in an unknown environment
1: Initialize transition model τs′sa, policy π̂(a | s, g), α, and numTrials.
2: for iter = 1 to numTrials do
3: Choose random start location s1 based on prior P (s1).
4: Pick a goal g according to prior P (g1).
5: With probability α:
6: a1:T = Random action sequence.
7: Otherwise:
8: Compute MPE plan as in Eq.1 using current τs′sa.

Set a1:T = ā1:T

9: Execute a1:T and record observed states so

2:T+1.
10: Update τs′sa based on a1:T and so

1:T+1.
11: If the plan was successful, update policy π̂(a | s, g) using a1:T and so

1:T+1.
12: α=α×γ
13: end for

icy for each goal computed via policy iteration and argmax
a

π̂(a | s, g), summed over all
goals. Both errors decrease to zero with increasing number of iterations. The policy error
decreases only after the transition model error becomes significantly small because without
an accurate estimate of τ , the MPE plan is typically incorrect and the agent rarely reaches
the goal state, resulting in little or no learning of the policy. Figs. 4b shows the maximum
probability action argmax

a
π̂(a | s, g) learned for each state (maze location) for one of the

goals. It is clear that the optimal action has been learned by the algorithm for all locations
to reach the given goal state. The results for the POMDP case are shown in Fig. 4c and
d. The policy error decreases but does not reach zero because of perceptual ambiguity at
certain locations such as corners, where two (or more) actions may have roughly equal
probability (see Fig. 4d). The optimal strategy in these ambiguous states is to sample from
these actions.
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Figure 4: Learning Policies for an MDP and a POMDP: (a) shows the error in the transition
model and policy w.r.t the true transition model and optimal policy for the maze MDP. (b) The optimal
policy learned for one of the 3 goals. (c) and (d) show corresponding results for the POMDP case
(the transition model was assumed to be known). The long arrows represent the maximum probability
action while the short arrows show all the high probability actions when there is no clear winner.

4 Inferring Intent and Goal-Based Imitation

Consider a task where the agent gets observations o1:t from observing a teacher and seeks
to imitate the teacher. We use P (ot = o | st = s) = ζso in Fig. 2b (for the examples here,
ζso was the same as in the previous section). Also, for P (a|s, g, rt =0), we use the policy
π̂(a | s, g) learned as in the previous section. The goal of the agent is to infer the intention



of the teacher given a (possibly incomplete) demonstration and to reach the intended goal
using its policy (which could be different from the teacher’s optimal policy). Using the
graphical model formulation the problem of goal inference reduces to finding the marginal
P (gT | o1:t′), which can be efficiently computed using standard techniques such as belief
propagation. Imitation is accomplished by choosing the goal with the highest probability
and executing actions to reach that goal.

Fig. 5a shows the results of goal inference for the set of noisy teacher observations in
Fig. 5b. The three goal locations are indicated by red, blue, and green squares respectively.
Note that the inferred goal probabilities correctly reflect the putative goal(s) of the teacher
at each point in the teacher trajectory. In addition, even though the teacher demonstration is
incomplete, the imitator can perform goal-based imitation by inferring the teacher’s most
likely goal as shown in Fig. 5c. This mimics the results reported by [3] on the intent
inference by infants.
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Figure 5: Goal Inference and Goal-Based Imitation: (a) shows the goal probabilities inferred
at each time step from teacher observations. (b) shows the teacher observations, which are noisy
and include a detour while en route to the red goal. The teacher demonstration is incomplete and
stops short of the red goal. (c) The imitator infers the most likely goal using (a) and performs goal-
based imitation while avoiding the detour (The numbers t in a cell in (b) and (c) represent ot and st

respectively).

5 Online Imitation with Uncertain Goals

Now consider a task where the goal is to imitate a teacher online (i.e., simultaneously
with the teacher). The teacher observations are assumed to be corrupted by noise and
may include significant periods of occlusion where no data is available. The graphical
model framework provides an elegant solution to the problem of planning and selecting
actions when observations are missing and only a probability distribution over goals is
available. The best current action can be picked using the marginal P (at | o1:t), which
can be computed efficiently for the graphical model in Fig. 2c. This marginal is equal
to

∑
i P (at|gi, o1:t)P (gi|o1:t), i.e., the policy for each goal weighted by the likelihood of

that goal given past teacher observations, which corresponds to our intuition of how actions
should be picked when goals are uncertain.

Fig. 6a shows the inferred distribution over goal states as the teacher follows a trajectory
given by the noisy observations in Fig. 6b. Initially, all goals are nearly equally likely (with
a slight bias for the nearest goal). Although the goal is uncertain and certain portions of
the teacher trajectory are occluded1, the agent is still able to make progress towards regions

1We simulated occlusion using a special observation symbol which carried no information about
current state, i.e., P (occluded | s)=ε for all s (ε � 1)



most likely to contain any probable goal states and is able to “catch-up” with the teacher
when observations become available again (Fig.. 6c).
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Figure 6: Online Imitation with Uncertain Goals: (a) shows the goal probabilities inferred by the
agent at each time step for the noisy teacher trajectory in (b). (b) Observations of the teacher. Missing
numbers indicate times at which the teacher was occluded. (c) The agent is able to follow the teacher
trajectory even when the teacher is occluded based on the evolving goal distribution in (a).

6 Conclusions

We have proposed a new model for intent inference and goal-based imitation based on
probabilistic inference in graphical models. The model assumes an initial learning phase
where the agent explores the environment (cf. body babbling in infants [8]) and learned a
graphical model capturing the sensory consequences of motor actions. The learned model
is then used for planning action sequences to goal states and for learning policies. The
resulting graphical model then serves as a platform for intent inference and goal-based
imitation.

Our model builds on the proposals of several previous researchers. It extends the approach
of [7] from planning in a traditional state-action Markov model to a full-fledged graphical
model involving states, actions, and goals with edges for capturing conditional distributions
denoting policies. The indicator variable rt used in our approach is similar to the ones used
in some hierarchical graphical models [9, 10, 11]. However, these papers do not address
the issue of action selection or imitation. Several models of imitation have previously been
proposed [12, 13, 14, 15, 16, 17]; these models are typically not probabilistic and have
focused on trajectory following rather than intent inference and goal-based imitation.

An important issue yet to be resolved is the scalability of the proposed approach. The
Bayesian model requires both a learned environment model as well as a learned policy. In
the case of the maze example, these were learned using a relatively small number of trials
due to small size of the state space. A more realistic scenario involving, for example, a
human or a humanoid robot would presumably require an extremely large number of trials
during learning due to the large number of degrees-of-freedom available; fortunately, the
problem may be alleviated in two ways: first, only a small portion of the state space may be
physically realizable due to constraints imposed by the body or environment; second, the
agent could selectively refine its models during imitative sessions. Hierarchical state space
models may also help in this regard.

The probabilistic model we have proposed also opens up the possibility of applying
Bayesian methodologies such as manipulation of prior probabilities of task alternatives to
obtain a deeper understanding of goal inference and imitation in humans. For example, one



could explore the effects of biasing a human subject towards particular classes of actions
(e.g., through repetition) under particular sets of conditions. One could also manipulate the
learned environment model used by subjects with the help of virtual reality environments.
Such manipulations have yielded valuable information regarding the type of priors and in-
ternal models that the adult human brain uses in perception (see, e.g., [18]) and in motor
learning [19]. We believe that the application of Bayesian techniques to imitation could
shed new light on the problem of how infants acquire internal models of the people and
objects they encounter in the world.
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