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Abstract

Dopamine exerts two classes of effect on the sustained neural activity
in prefrontal cortex that underlies working memory. Direct release in
the cortex increases the contrast of prefrontal neurons, enhancing the ro-
bustness of storage. Release of dopamine in the striatum is associated
with salient stimuli and makes medium spiny neurons bistable; this mod-
ulation of the output of spiny neurons affects prefrontal cortex so as to
indirectly gate access to working memory and additionally damp sensi-
tivity to noise. Existing models have treated dopamine in one or other
structure, or have addressed basal ganglia gating of working memory ex-
clusive of dopamine effects. In this paper we combine these mechanisms
and explore their joint effect. We model a memory-guided saccade task
to illustrate how dopamine’s actions lead to working memory that is se-
lective for salient input and has increased robustness to distraction.

1 Introduction

Ample evidence indicates that the maintenance of information in working memory (WM)
is mediated by persistent neural activity in the prefrontal cortex (PFC) [9, 10]. Critical for
such memories is to control how salient external information is gated into storage, and to
limit the effects of noise in the neural substrate of the memory itself. Experimental [15, 18]
and theoretical [2, 13, 4, 17] studies implicate dopaminergic neuromodulation of PFC in
information gating and noise control. In addition, there is credible speculation [7] that input
to the PFC from the basal ganglia (BG) should also exert gating effects. Since the striatum
is also a major target of dopamine innervation, the nature of the interaction between these
various control structures and mechanisms in manipulating WM is important.

A wealth of mathematical and computational models bear on these questions. A recent
cellular-level model, which includes many known effects of dopamine (DA) on ionic con-
ductances, indicates that modulation of pyramidal neurons causes the pattern of network
activity at a fixed point attractor to become more robust both to noise and to input-driven



switching of attractor states [6]. This result is consistent with reported effects of DA in
moreabstract, spiking-based models [2] of WM, and provides a cellular substrate for net-
work models that account for gating effects of DA in cognitive WM tasks [1]. Other net-
work models [7] of cognitive tasks have concentrated on the input from the BG, arguing
that it has a disinhibitory effect (as in models of motor output) that controls bistability
in cortical neurons and thereby gates external input to WM. This approach emphasizes
the role of dopamine in providing a training signal to the BG, in contrast to the modu-
latory effects of DA discussed here, which are important for on-line neural processing.
Finally, dopaminergic neuromodulation in the striatum has itself been recently captured in
a biophysically-grounded model [11], which describes how medium spiny neurons (MSNs)
become bistable in elevated dopamine. As the output of a major subset of MSNs ultimately
reaches PFC after further processing through other nuclei, this bistability can have poten-
tially strong effects on WM.

In this paper, we combine these various influences on working memory activity in the PFC.
We model a memory-guided saccade task [8] in which subjects must fixate on a centrally
located fixation spot while a visual target is flashed at a peripheral location. After a delay
period of up to a few seconds, subjects must saccade to the remembered target location.
Numerous experimental studies of the task show that memory is maintained through striatal
and sustained prefrontal neuronal activity; this persistent activity is consistent with attractor
dynamics. Robustness to noise is of particular importance in the WM storage of continuous
scalar quantities such as the angular location of a saccade target, since internal noise in the
attractor network can easily lead to drift in the activity encoding the memory. In successive
sections of this paper, we consider the effect of DA on resistance to attractor switching in
the isolated cortical network; the effect of MSN activity on gating and noise; and the effect
of dopamine induced bistability in MSNs on WM activity associated with salient stimuli.
We demonstrate that DA exerts complementary direct and indirect effects, which result in
superior performance in memory-guided tasks.

2 Model description

The components of the network model
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Figure 1: The network model consists of
threemodules: cortical input, basal gan-
glia (BG), and prefrontal cortex (PFC). In-
sets show the response functions of spiny
(BG) and pyramidal (PFC) neurons for
both low (dotted curves) and high (solid
curves) dopamine.

used to simulate the WM activity during a
memory-guided saccade task are shown in
Fig 1. The input module consists of a ring
of 120 units that project both to the PFC and
the BG modules. Input units are assigned fir-
ing ratesrT

j to represent the sensory cortical
response to visual targets. Bumps of activ-
ity centered at different locations along the
ring encode for the position of different tar-
gets around the circle, as characterized by an
angle in the [0, 2π) interval.

The BG module consists of 24 medium spiny
neurons (MSNs). Connections from the in-
put units consist of Gaussian receptive fields
that assign to each MSN a preferred direc-
tion; these preferred directions are monoton-
ically and uniformly distributed. The dy-
namics of individual MSNs follow from a
biophysically-grounded single compartment
model [11]

−CV̇ S = γ (IIRK + ILCa) + IORK + IL + IT , (1)



which incorporates three crucial ionic currents: an inward rectifyingK+ current(IIRK),
an outward rectifyingK+ current (IORK), and anL-typeCa2+ current (ILCa). The charac-
terization of these currents is based on available biophysical data on MSNs. The factorγ
represents an increase in the magnitude of theIIRK andILCa currents due to the activation
of D1 dopamine receptors. This DA induced current enhancement renders the response
function of MSNs bistable forγ & 1.2 (see Fig 1 forγ = 1.4). The synaptic inputIT is an
ohmic term with conductance given by the weighted summed activity of the corresponding
input unit; input to thej-th MSN is thus given byITj =

∑
i WST

ji rT
i V S

j , whereWST
ji

is the strength of the connection from thei-th input neuron to thej-th spiny neuron. The
firing rate of MSNs is a logistic function of their membrane potential:rS

j = L(V S
j ). The

MSNs provide excitatory inputs to the PFC; in the model, this monosynaptic projection
represents the direct pathway through the globus pallidus/substantia nigra and thalamus.

The PFC module implements a line attractor capable of sustaining a bump of activity that
encodes for the value of an angular variable in [0, 2π). ‘Bump’ networks like this have
been used [3, 5] to model head direction and visual stimulus location characterized by a
single angular variable. The module consists of 120 excitatory units; each unit is assigned
a preferred direction, uniformly covering the [0, 2π) interval. Lateral connections between
excitatory units are a Gaussian function of the angular difference between the correspond-
ing preferred directions. A single inhibitory unit provides uniform global inhibition; the
activity of the inhibitory unit is controlled by the total activity of the excitatory population.
This type of connectivity guarantees that a localized bump of activity, once established,
will persist beyond the disappearance of the external input that originated it (see Fig 2).
One of the purposes of this paper is to investigate whether this persistent activity bump is
robust to noise in the line attractor network.

The excitatory units follow the stochastic differential equation

τE V̇ E
j = −V E

j +
∑

i WES
ji rS

i +
∑

i6=j WEE
ji rE

i − rI + rT
j + σeη. (2)

The first sum in Eq 2 represents inputs from the BG; the connectionsWES
ji consist of

Gaussian receptive fields centered to align with the preferred direction of the corresponding
excitatory unit. The second sum represents inputs from other excitatory PFC units; note that
self-connections are excluded. The following two terms represent input from the inhibitory
PFC unit (rI ) and information about the visual target provided by the input module (rT

j ).
Crucially, the last term provides a stochastic input that models fluctuations in the activities
that contribute to the total input to the excitatory units. The random variableη is drawn from
a Gaussian distribution with zero mean and unit variance. The noise amplitudeσe scales
like (dt)−1/2, wheredt is the integration time step. The firing rate of the PFC excitatory
units is a logistic functionrE

j = L(V E
j ); as shown in Fig 1, the steepness of this response

function is controlled by DA. The dynamics of the inhibitory unit follows fromτ I V̇ I =∑
i rE

i , where the sum represents the total activity of the excitatory population. The firing
raterI of the inhibitory unit is a linear threshold function ofV I . Dopaminergic modulation
of the PFC network is implemented through an increase in the steepness of the response
function of the excitatory cortical units. Gain control of this form has been adopted in
a previous, more abstract, network theory of WM [17], and is generally consistent with
biophysically-grounded models [6, 2].

To investigate the properties of the network model represented in Fig 1, the system of equa-
tions summarized above is integrated numerically using a 5th order Runge-Kutta method
with variable time step that ensures an error tolerance below 5µV/ms.

3 Results

3.1 Dopamine effects on the cortex: increased memory robustness
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Figure 2: (A) Activity profile of
the bump state in low DA (open
dots) and high DA (full dots). (B)
Robustness characteristics of bump
activity in low DA (dashed curve)
and high DA (solid curve). For
reference, the thin dotted line indi-
cates the identity∆bθ = ∆dθ. The
activity profile shown as a func-
tion of time in the inset (grey scale,
white as most active) illustrates the
displacement of the bump from its
initial location atθ0 to a final loca-
tion at θb due to a distractor input
at θd. This case corresponds to the
asterisk on the curves in B.

We first investigate the properties of the cortical network isolated from the input and basal
ganglia components. The connectivity among cortical units is set so there are two stable
states of activity for the PFC network: either all excitatory units have very low activity
level, or a subset of them participates in a localized bump of elevated activity (Fig 2A,
open dots). The bump can be translated to any position along the ring of cortical units, thus
providing a way to encode a continuous variable, such as the angular position of a stimulus
within a circle. The encoded angle corresponds to the location of the bump peak, and it
can be read out by computing the population vector. The effect of DA on the PFC module,
modeled here as an increase in the gain of the response function of the excitatory units,
results in a narrower bump with a higher peak (Fig 2A, full dots).

We measure the robustness of the location of the bump state against perturbative distractor
inputs by applying a brief distractor at an angular distance∆dθ from the current location
of the bump and assessing the resulting angular displacement∆bθ in the location of the
bump 40 ms after the offset of the distractor. The procedure is illustrated in the inset of
Fig 2B, which shows that a distractor current injection centered at a locationθd causes a
drift in bump location from its initial positionθ0 to a final positionθb, closer to the angular
location of the distractor. Ifθd is close toθ0, the distractor is capable of moving the bump
completely to the injection location, and∆bθ is almost equal to∆dθ. As shown in Fig 2B,
the plot of∆bθ versus∆dθ remains close to the identity line for small∆dθ. However, as
∆dθ increases the distractor becomes less and less effective, until the displacement∆bθ of
the bump decreases abruptly and becomes negligible.

The generic features of bump stability shown in Fig 2B apply to both low DA (dashed
curve) and high DA (solid curve) conditions. The difference between these two curves re-
veals that the dopamine induced increase in the gain of PFC unitsdecreasesthe sensitivity
of the bump to distractors, resulting in a consistently smaller bump displacement. The ac-
tual location of these two curves can be altered by varying the intensity and/or the duration
of the distractor input, but their features and relative order remain invariant. This numer-
ical experiment demonstrates that DA increases the robustness of the encoded memory,
consistent with other PFC models of DA effects on WM [2, 6].

3.2 Basal ganglia effects on the cortex: increased memory robustness and input gating

Next, we investigate the effects of BG input (both tonic and phasic) on the stability of PFC
bump activity in the absence of DA modulation. Tonic input from a single MSN, whose
preferred direction coincides with the angular location of the bump, anchors the bump at
that location and increases memory robustness against both noise induced diffusion (Figs
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Figure 3: Diffusion of the bump location due to noise in low DA (grey traces in A; dashed
curve in B) is greatly reduced by input from a single BG unit with the same preferred
angular location (dark traces in A; solid curve in B). The robustness to distractor driven
drift is also increased by BG input (C).

3A and 3B) and distractors (Fig 3C). Such localized tonic input to the PFC effectively
breaks the symmetry of the line attractor, yielding a single fixed point for the cortical active
state: a bump centered at the location of maximal BG input. This transition from a contin-
uous line attractor to a fixed point attractor reduces the maximal deviation of the bump by
a distractor.

Active MSNs provide control over the encoded memory not only by enhancing robustness,
as shown above for the case of tonic input to the PFC, but also by providing phasic input
that can assist a relevant visual stimulus in switching the location of the PFC activity bump.
We show in Fig 4 (top plots) the location of the activity bumpθb as a function of time
in response to two stimuli at different locationsθs. The nature of the PFC response to
the second stimulus depends dramatically on whether it elicits activity in the MSNs. The
initial stimulus activates a tight group of MSNs which encode for its angular position. It
also causes activation of a group of PFC neurons whose population vector encodes for the
same angular position. When the input disappears, the MSNs become inactive and the
cortical layer relaxes to a characteristic bump state centered at the angular position of the
stimulus. A second stimulus (distractor) that fails to activate BG units (Fig 4A) has only a
minimal effect on the bump location. However, if the stimulusdoesactivate the BG units
(Fig 4B), then it causes a switch in bump location. In this case, the PFC memory is updated
to encode for the location of the most recent stimulus. Thus a direct stimulus input to the
PFC that by itself is not sufficient to switch attractor states can trigger a switch, provided it
activates the BG, whose activity yields additional input to the PFC. Transient activation of
MSNs thus effectively gates access to working memory.

3.3 Dopamine effects on the basal ganglia: saliency-based gating

Ample evidence indicates that DA, the release of which is associated with the presentation
of conditioned stimuli [16], modulates the activity of MSNs. Our previous computational
model of MSNs [11] studied the apparently paradoxical effects of DA modulation, mani-
fested in both suppression and enhancement of MSN activity in a complex reward-based
saccade task [12]. We showed that DA can induce bistability in the response functions of
MSNs, with important consequences. In high DA, the effective threshold for reaching the
active ’up’ state is increased; the activity of units that do not exceed threshold is suppressed
into a quiescent ’down’ state, while units that reach the up state exhibit a higher firing rate
which is extended in duration due to effects of hysteresis.

We now demonstrate that the dual enhancing/suppressing nature of DA modulation of
MSNs activity significantly affects the network’s response to stimuli. We show in Fig 5
(top plot) the location of the activity bumpθb as a function of time in response to four
stimuli at two different locations:θA, θB , θ∗A, θB . Crucially, in this sequence, onlyθ∗A is a
conditioned stimulus that triggers DA release.
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Figure 4: Top plot shows the locationθb of the encoded memory as determined from the
population vector of the excitatory cortical units (thin black curve) and the locationθs of
stimuli as encoded by a Gaussian bump of activity in the input units (grey bars) as a function
of time. The middle and bottom panels show the activity of the BG and the PFC modules,
respectively. Dopamine level remains low.

The first two stimuli activate appropriate MSNs, and are therefore gated into WM. The
presentation ofθ∗A activates the same set of MSNs asθA, but the DA-modulated MSNs
now become bistable: high activity is enhanced while intermediate activity is suppressed.
Only the central MSN remains active with an enhanced amplitude; the two lateral MSNs
that were transiently activated byθA in low DA are now suppressed. The activity of the
central MSN suffices to gate the location of the new stimulus into WM; the location of
the PFC activity bump switches accordingly. Interestingly, this switch from B to A occurs
more slowly than the preceding switch from A to B. This effect is also attributable to DA:
its release affects the response function of excitatory PFC units, making them less likely
to react to a subsequent stimulus and thus enhancing the stability of the bump at theθB

angular position. Once the bump has switched to the angular locationθ∗A to encode for
the conditioned stimulus, the subsequent presentation ofθB does not activate MSNs since
they are hysteretically locked in the inactive down state. The pattern of activity in the
BG continues to encode forθA for as long as the DA level remains elevated, and the PFC
activity bump continues to encode forθ∗A.

In sum, DA induced bistability of MSNs, associated with an expectation of reward, imparts
salience selectivity to the gating function of the BG. By locking the activation of MSNs
associated with salient input, the BG input prevents a switch in PFC bump activity and
preserves the conditioned stimulus in WM. The robustness of the WM activity is enhanced
by a combined effect of DA through both increasing the gain of PFC neurons and sustaining
MSN input during the delay period (see Fig 5, bottom plot).

4 Discussion

We have built a working memory model which links dopaminergic neuromodulation in
the prefrontal cortex, bistability-inducing dopaminergic neuromodulation of striatal spiny
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Figure 5: Top plot shows the locationθb of the encoded memory as determined from the
population vector of the excitatory cortical units (thin black curve) and the locationθs

of stimuli as encoded by a Gaussian bump of activity in the input units (grey bars) as a
function of time. The second and third panels bottom plots show the activity of the BG and
the PFC modules, respectively. Dopamine level increases in response to the conditioned
stimulus. The bottom plot displays increased robustness of WM for conditioned (solid
curve) as compared to unconditioned (dashed curve) stimuli.

neurons, and the effects of basal ganglia output on cortical persistence. The resulting in-
teractions provide a sophisticated control mechanism over the read-in to working memory
and the elimination of noise. We demonstrated the quality of the system in a model of a
standard memory-guided saccade task.

There are two central issues for models of working memory: robustness toexternalnoise,
such as explicit lures presented during the memory delay period, and robustness tointernal
noise, coming from unwarranted corruption of the neural substrate of persistent activity.
Our model, along with various others, addresses these issues at a cortical level via two basic
mechanisms: DA modulation, which changes the excitability of neurons in a particular way
(units that are inactive are less excitable by input, while units that are active can become
more active), and targeted input from the BG. However, models differ as to the nature and
provenance of the BG input, and also its effects on the PFC. Ours is the first to consider the
combined, complementary, effects of DA in the PFC and the BG.

The requirements for a gating signal are that it be activated at the same time as the stimuli
that are to be stored, and that it is a (possibly exclusive) means by which a WM state is
established. Following the experimental evidence that perturbing DA leads to disruption
of WM [18], a set of theories suggested that a phasic DA signal (as associated, for in-
stance, with reward predicting conditioned stimuli [16]) acts as the gate in the cortex [4].
In various models [17, 2, 6], and also in ours, phasic DA is able to act as a gate through
its contrast-enhancing effect on cortical activity. However, as discussed at length in Frank



et al [7] (whose model does not incorporate the effect at all), this is unlikely to be the sole
gating mechanism, since various stimuli that would not lead to the release of phasic DA
still require storage in WM. In our model, even in low DA, the BG gates information by
controlling the switching of the attractor state in response to inputs. Franket al [7] point out
the various advantages of this type of gating, largely associated with the opportunities for
precise temporal and spatial gating specificity, based on information about the task context.

Our BG gating mechanism simply involves additional targeted excitatory input to the cor-
tex from the (currently over-simplified) output of striatal spiny neurons, coupled with a
detailed account [11] of DA induced bistability in MSNs. This allows us to couple gating
to motivationally salient stimuli that induce the release of DA. Since DA controls plasticity
in cortico-striatal synapses [14], there is an available mechanism for learning the appropri-
ate gating of salient stimuli, as well as motivationally neutral contextual stimuli that do not
trigger DA release but are important to store.

Robustness against noise that is internal to the WM is of particular importance for line or
surface attractor memories, since they have one or more global directions of null stability
and therefore exhibit propensity to diffuse. Rather than rely on bistability in cortical neu-
rons [3], our model relies on input from the striatum to reduce drift. This mechanism is
available in both high and low DA conditions. This additional input turns the line attractor
into a point attractor at the given location, and thereby adds stability while it persists. The
DA induced bistability of MSNs, for which there is now experimental evidence, enhances
this stabilization effect.

We have focused on the mechanisms by which DA and the BG can influence WM. An
important direction for future work is to relate this material to our growing understanding
of the provenance of the DA signal in terms of reward prediction errors and motivationally
salient cues.
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