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Abstract

We study an explicit parametric model of documents, queries, and rel-
evancy assessment for Information Retrieval (IR). Mean-field methods
are applied to analyze the model and derive efficient practical algorithms
to estimate the parameters in the problem. The hyperparameters are es-
timated by a fast approximate leave-one-out cross-validation procedure
based on the cavity method. The algorithm is further evaluated on several
benchmark databases by comparing with standard algorithms in IR.

1 Introduction

The area of information retrieval (IR) studies the representation, organization and access of
information in an information repository. With the advent and boom of the Internet, espe-
cially the World Wide Web (WWW), more and more information is available to be shared
online. Search on the Internet becomes increasingly popular. In this respect, probabilistic
models have become very useful in empowering information searches [1, 2].

In fact, information searches themselves contain rich information, which can be recorded
and fruitfully used to improve the performance of subsequent retrievals. This is an exten-
sion of the process of relevance feedback [3], which incorporates the relevance assessments
supplied by the user to construct new representations for queries, during the procedure of
the users interactive document retrieval. In the process, the feedback information helps
to refine the queries continuously, but the effects pertain only to the particular retrieval
session. On the other hand, our objective is to refine the representations of documents
and queries with the help of relevancy data, so that subsequent retrieval sessions can be
benefited.

Based on Fuhr and Buckley’s meta-structure [4] relating documents, queries and relevancy
assessments, one of us recently proposed a probabilistic model [5] in which these objects



are described by explicit parametric distribution functions, facilitating the construction of
a likelihood function, whose maximum can be used to characterize the documents and
queries. Rather than relying on heuristics as in many previous work, the proposed model
provides a unified formal framework for the following two tasks: (a) ad hoc information
retrieval, in which a query is given and the goal is to return a list of ranked documents
according to their similarities with the query; (b) document routing, in which a document
is given and the goal is to categorize it using a list of ranked queries according to their sim-
ilarities with the document. (Here we assume a model in which categories are represented
by queries.)

In this paper, we report our recent progress in putting this new theoretical approach to
empirical tests. Since documents and queries are represented by high dimensional vec-
tors in a vector space model, a mean-field approach will be adopted. mean-field methods
were commonly used to study magnetic systems in statistical physics, but thanks to their
ability to deal with high dimensional systems, they are increasingly applied to many ar-
eas of information processing recently [6]. In the present context, a mean-field treatment
implies that when a particular component of a document or query vector is analyzed, all
other components of the same and other vectors can be considered as background fields
satisfying appropriate average properties, and correlations of statistical fluctuations with
the background vectors can be neglected.

After introducing the parametric model in Section 2, the mean-field approach will be used
in two steps. First, in Section 3, the true representations of documents and queries will be
estimated by maximizing the total probability of observation. It results in a set of mean-
field equations, which can be solved by a fast iterative algorithm. Respectively, the esti-
mated true documents and queries will then be used for ad hoc information retrieval and
document routing.

Secondly, the model depends on a few hyperparameters which are conventionally deter-
mined by the cross-validation method. Here, as described in Section 4, the mean-field ap-
proach can be used again to accelerate the otherwise tedious leave-one-out cross-validation
procedure. For a given set of hyperparameter values, it enables us to carry out the sys-
temwide iteration only once (rather than repeating once for each left-out document or
query), and the leave-one-out estimations of the document and query representations can
be obtained by a version of mean-field theory called the cavity method [7].

In Section 6, we compare the model with the standard tf-idf [8] and latent semantic indexing
(LSI) [9] on benchmark test collections. As we shall see, the validity of our model is well
supported by its superior performance. The paper is concluded in Section 7.

2 A Unified Probabilistic Model

Our work is motivated by Fuhr and Buckley’s conceptual model. Assume that a set of
���

documents and
���

queries is available to us. In the vector space model, each document
and query is represented by an � dimensional vector. The vectors are denoted by � ( � ),
which are referred to as the true meaning of the document (query). Our model consists of
the following 3 components:

(a) The document ��� we really observe is distributed around the true document vector� according to the probability distribution 	�

��� ��� ��� , the difference resulting from the
documents containing terms that do not ideally represent the meaning of the document. In
other words, the document � � is generated from its true meaning � .

(b) Similarly, the query � � that the user actually submits is also distributed around the true
query vector � according to the probability distribution distribution 	������ ��� ��� .



(c) There is some relation between the document and query, called relevancy assessment.
We denote this relation with a binary variable � for each pair of document and query. If
����� , we say the document is relevant to the query, that is, the document is what the user
wants. Otherwise, ����� and the document is irrelevant to the query. Suppose we have
some relevancy relations between documents and queries (through historical records, from
experts, etc.). Then we hypothesize that the true documents and queries are distributed
according to the distribution 		� ����
 � � ��� , that is, the true representation of documents and
queries should satisfy their relevancy relations.

We summarize the idea through a probabilistic meta-structure shown in Figure 1.
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Figure 1: Probabilistic meta-structure

In order to complete the model, we need to hypothesize the form of the distribution func-
tions. In this paper, we restrict the documents and queries to a hypersphere, since usually
only the cosines of the angles between documents and queries are used to determine the
similarity between documents and queries. Hence, we assume the following distribution
functions:

(a) The distribution of each observed document � � given its true location � :

	 
 ��� � � ����
 � ��� ����� ��

� ��� � � ��� ��� � � ����� � �! 
 " (1)

(b) The distribution of each observed query � � given its true location � :

	 ����� � � �#��
 � ��� ����� ��

� �$� � � �%� ��� � � ���&� � �! � " (2)

(c) The prior distribution of the documents and queries, given the relevance relation be-
tween them:

	 � �(' �#)%
 �+*-, � �.��/ �0�
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where � �76 � is the Dirac � -function, and
! 
 ,
! � and

! � are normalization constants of 	�
 ,	 � and 	 � respectively, and are hence independent of � and � .

If we further assume that the observation of documents and queries are independent of each
other, we can obtain the total probability of observing all documents and queries, given the
relevancy relation between them:
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���
)�2 *�� �#) � �+* � ��� �#)�� � � � �%� ��� �+* � � � � �

����� ����/�� ��
 (5)

/�������/�� )�2 * � ) * � ) � �+*�� 

� � ) � �) � �#) � 


� � * � �* � � *-
 (6)

and : denotes all hyperparameters ' 
 � 
�
 � 
%/<, . There is now an appealing correspondence
between the present model and spin models in statistical physics. It is observed that

! ;
is

just the familiar partition function and � is the energy function.

By maximizing the probability in Eq. (4), we can obtain an estimation of the true docu-
ments 	� , which can be used in ad hoc retrieval: we define the similarity function between
two vectors as the cosine of the angle between them, and rank the similarities between 	�
(instead of � � ) with a new query to determine whether the documents should be retrieved
or not. As a byproduct, we can also obtain the estimation of the true queries 	� , which in
turn can be used in document routing: new documents should be compared with 	� to de-
termine whether it belongs to this category or not. So our model gives a unifying procedure
for both ad hoc retrieval and routing.

3 Parameter Estimation

In this section, we derive a fast iterative algorithm for parameter estimation. First, we
replace the � -function by its Fourier transform. Then

! ;
can be written as

! ; �
��
 i �

 i �

�
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where � ��� ) 
 � * 
 � ) 
 � * ����� ) � ) ��� � ) ���<� � ����� * � * ��� � * ���<� � ��� /�� . In writing this
formula, we have changed the integration to the imaginary axis.

Mean-field theory works in the limit of large
� �

,
� �

and � , when the integration can be
well approximated by taking the saddle point of � . This is obtained by equating the partial
derivatives of � with respect to � , � , � and � to zero, yielding
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This set of equations is referred to as the mean-field equations, since fluctuations around
the mean values of the parameters have been neglected. Due to its simple form, it can be
solved by an iterative scheme. Though we have not studied the theoretical convergence
of the iterative scheme, its effectiveness can be seen from the following arguments. If we
replace 	� ) in Eq. (8) and 	� * in Eq. (9) by the respective values of �"!) and ��!* at the saddle
point, then the iteration process becomes a linear one. Now, Eqs. (8) and (9) differ from
this linear iteration problem by scale factors of �"!)$# 	� ) and ��!*�# 	� * respectively. Hence after
using Eqs. (10) and (11), the problem is equivalent to rescaling the lengths of the iterated



vectors back to the hypersphere defined by � �.)������ � and � �+* ��� � � . This alternate
operation of linear iteration and rescaling back to the hypersphere makes it a very stable
algorithm. The complexity of the algorithm is linear in the number of documents and
queries. Empirically, it converges in just a few tens of steps. Alternatively, one may use
the Augmented Lagrangian method to find the saddle point of � , whose convergence is
guaranteed, but is computationally more complex [10].

4 Hyperparameter Estimation

In our model, the parameters / , 
 � and 
 � determine the shape of the distributions 	 
 , 	 �
and 	 � , and influence the parameter estimation described in Section 3. We refer to them as
hyperparameters. They have to be chosen so that the model performs optimally when new
queries are raised to retrieve documents, or when new documents are routed.

A standard method for hyperparameter estimation in machine learning is leave-one-out
cross-validation [11]. Suppose we have

�
examples for training the model. Then each

time we pick one data as the validation set and train the model with the rest of the
� � �

examples. The hyperparameters are chosen as the ones that give the optimal performance
averaged over the

�
test examples.

The exact leave-one-out cross-validation is very tedious, especially for multiple hyperpa-
rameters, because of the need to train the model

�
times for each combination of hyper-

parameters. For this model, we propose an approximate leave-one-out procedure based on
the cavity method [7]. Suppose we have trained the model with all data, and obtain the
estimation ' 	�#)�
 	� * , , which satisfies the steady state equation

	�#) � /�� * � ) *�	� * � 

� � �)� 	� )
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If the query ��� were left out from the training set of queries, the cavity estimation should
satisfy the equation

	� � �) � /�� *��� � � )4* 	�
� �* � 
 � � �)� 	�
� �)


 	� � �* � / � ) � )4* 	�
� �) � 
 � � �*� 	�
� �*


��	���
 " (13)

By subtracting (7) by (8), and assuming that ' �
� �) 
 �

� �* , is approximately the same as
' � )%
 � *	, , we can get the difference,

� �#)�
 /�� *��� � � ) *
� � * � /3� )�� � � �� 	� )
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For ad hoc retrieval, we eliminate
� � * to obtain a set of linear equations for

� � ) . The so-
lution can be further simplified by using the mean-field argument that the changes induced
by removing the query ��� on documents � can be decoupled. Hence we can neglect the
off-diagonal terms, yielding

� � ) � /3� )�� � � �� 	� ) � / � � *��� �
������
���� �
" (15)

Note that ' 	� )%
 	� *	, have been known in the systemwide training. Then 	� � �) can be estimated

by 	� � �) � � ) � � � ) . The similarities between � � and 	� � �) are then used to predict the
leave-one-out ad hoc retrieval performance of the model. Equations for document routing
can be derived analogously.



Note that we need to train the model only once, and the leave-one-out estimation of docu-
ments and queries can be obtained in one step. So the algorithm is extremely fast. Amaz-
ingly, it also gives reasonable estimations of hyperparameters, as shown in the following
experiments.

We remark that the mean-field technique can be applied to distributions of documents,
queries and relevance feedbacks other than those described by Eqs. (1-3). In the present
case spectified by Eqs. (1-3), our model is similar to the Gaussian model, if the spherical
constraint on � ’s and � ’s are replaced by a spherical Gaussian prior. Though leave-one-
out cross-validation can be done exactly in the Gaussian model, it involves the inversion of
a large matrix. On the other hand, the mean-field estimation greatly simplifies the process
by neglecting the off-diagonal elements.

5 Experimental Results

We have applied the proposed method to ad hoc retrieval and routing for the test collections
of Cranfield and CISI. Because we treat both tasks identically, we use the same evaluation
criterion: the recall precision curve and the average retrieval precision. We have run two
versions of our algorithm: (a) in the original dimension, the observed documents � � and
queries � � are represented by the original tf-idf weights; (b) in the reduced dimension of
100, in which the original vectors are reduced by singular value decomposition (SVD) in
LSI.

In Figs. 2 (a-b), we show the recall precision curves at the optimal hyperparameters. The
mean-field estimates are compared with the baseline results of LSI. It is clear that our
method gives significant gains in retrieval precision. Comparisons using the original di-
mension or the Cranfield collection, not shown here due to space limitations, yield equally
satisfactory results.
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Figure 2: The recall precision curves of the mean-field estimation (MF) and the baseline
(LSI) for (a) ad hoc retrieval (b) document routing for CISI in reduced dimension

For hyperparameter estimation, we can compare the mean-field results and those for exact
leave-one-out cross-validation in reduced dimension, since the computation of the exact
ones is still feasible. In Fig. 3, we have plotted the average precision versus the two hyper-
parameters, as computed by the two methods. They have very similar contours, although
there is a uniform displacement between their values. This demonstrates the usefulness of
the mean-field approximation in hyperparameter estimation.

In Table 1, we obtain the values of the optimal hyperparameters from the mean-field leave-



one-out method, and the average precisions of the exact leave-one-out are then computed
using these optimal hyperparameters. These are compared with the results of the exact
leave-one-out and listed in Table 1. For the hyperparameter estimation in the original
dimension, the exact leave-one-out is not available since it is too tedious. Instead, we
compare the hyperparameters with the ones from the � -fold cross-validation. Whether we
compare the mean-field with the exact leave-one-out or � -fold cross-validation, the optimal
hperparameters are comparable in most cases, and when there are discrepancies, one can
observe that the average precisions are essentially the same.

Figure 3: Average retrieval precision versus hyperparameters for ad hoc retrieval in reduced
dimension for CISI: (a) mean-field leave-one-out, peaked at � 
 � # /0
�
 � # / �+� � � "

� 
 � � " � � ;(b) exact leave-one-out. peaked at ��
 � # /�
�
 � # / ��� � � "
� 
 � � " � � .

Table 1: The average retrieval precision for leave-one-out cross-validation in reduced di-
mension: mean-field versus exact.

CISI Cranfield

 � # / 
 � # / Average precision 
 � # / 
 � # / Average precision

ad hoc retrieval
LSI – – 0.079 – – 0.178

Mean-Field 0.3 12.0 0.142 0.4 1.1 0.248
Exact 0.3 10.1 0.142 0.6 1.5 0.250

Document Routing
LSI – – 0.104 – – 0.240

Mean-Field 28.9 1.6 0.192 2.5 1.1 0.351
Exact 23.0 2.5 0.193 0.9 0.7 0.356

6 Conclusion

We have considered a probabilistic model of documents, queries and relevancy assess-
ments. Fast algorithms are derived for parameter and hyperparameter estimations. Signif-
icant improvement is achieved for both ad hoc retrieval and routing compared with tf-idf
and LSI. In another paper [12], we have compared the model with other heuristic meth-
ods such as Rocchio heuristics [3] and Bartell’s Multidimensional Scaling [13], and the
mean-field method still outperforms them. These successes illustrate the potentials of the
mean-field approach, which is especially suitable for systems with high dimensions and



numerous mutually interacting components, such as those in IR. Hence we anticipate that
mean-field methods will have increasing applications in many other probabilistic models
in IR.
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