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Abstract

Many classic tasks in vision – such as the estimation of optical flow or stereo
disparities – can be cast as dense correspondence matching. Well-known techniques
for doing so make use of a cost volume, typically a 4D tensor of match costs between
all pixels in a 2D image and their potential matches in a 2D search window. State-
of-the-art (SOTA) deep networks for flow/stereo make use of such volumetric
representations as internal layers. However, such layers require significant amounts
of memory and compute, making them cumbersome to use in practice. As a
result, SOTA networks also employ various heuristics designed to limit volumetric
processing, leading to limited accuracy and overfitting. Instead, we introduce
several simple modifications that dramatically simplify the use of volumetric
layers - (1) volumetric encoder-decoder architectures that efficiently capture large
receptive fields, (2) multi-channel cost volumes that capture multi-dimensional
notions of pixel similarities, and finally, (3) separable volumetric filtering that
significantly reduces computation and parameters while preserving accuracy. Our
innovations dramatically improve accuracy over SOTA on standard benchmarks
while being significantly easier to work with - training converges in 7X fewer
iterations, and most importantly, our networks generalize across correspondence
tasks. On-the-fly adaptation of search windows allows us to repurpose optical flow
networks for stereo (and vice versa), and can also be used to implement adaptive
networks that increase search window sizes on-demand.

1 Introduction

Many classic tasks in vision – such as the estimation of optical flow [13] or stereo disparities [34]
– can be cast as dense correspondence matching. Well-known techniques for doing so make use
of a cost volume, typically a 4D tensor of match costs between all pixels in a 2D image and their
potential matches in a 2D search window. State-of-the-art (SOTA) deep networks for stereo can make
use of 3D volumetric representations because the search window reduces to a epipolar line [11, 22].
Search windows for optical flow need to be two-dimensional, implying that cost volumes have to be
4D. Because of the added memory and compute demands, deep optical flow networks have rarely
exploited volumetric processing until recently. Even then, most employ heuristics that reshape cost
volumes into 2D data structures that are processed with 2D spatial processing [7, 18, 19, 39, 42].

Specifically, common workarounds reshape a 4D array (x, y, u, v) into a multichannel 2D array (x, y)
with uv channels. This allows for use of standard 2D convolutional processing routines, but implies
that feature channels are now tied to particular (u, v) displacements. This requires the network to
memorize particular displacements in order to report them at test-time. In practice, such networks are
quite difficult to train because they require massive amounts of data augmentation and millions of
training iterations to effectively memorize [7, 19].
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We introduce three simple modifications that significantly improve performance and generalizability
by enabling true volumetric processing of cost volumes:

1. We propose the 4D volumetric counterpart of 2D encoder-decoder "U-Net" architectures,
which are able to efficiently encode large receptive fields for cost volume processing.

2. We propose multi-channel cost volumes that make use of multiple pixel embeddings to
capture complementary notions of similarity (or match cost). We demonstrate that these mul-
tiple matches allow for better handling of ambiguous correspondences, which is particularly
helpful for ambiguous coarse matches in a coarse-to-fine matching network [38].

3. We implement 4D convolutional kernels with separable high-order filters. In particular, our
separable factorization results in a spatial (x, y) filter that enforces spatial regularity of a
flow feild, and an inhibitory "winner-take-all" or WTA (u, v) filter that competes candidate
matches for a given (x, y) pixel.

Our innovations dramatically improve accuracy over SOTA on standard flow benchmarks while
being significantly easier to work with - training converges in 7X fewer iterations. Interestingly,
our networks appear to generalize across diverse correspondence tasks. On-the-fly adaptation of
search windows allows us to repurpose optical flow networks for stereo (and vice versa), and can
also be used to implement adapative networks that increase search window sizes on-demand. We
demonstrate the latter to be useful for stereo matching with noisy rectifications.

2 Related Work

Dense visual correspondence Finding dense pixel correspondences between a pair of images has
been studied extensively in low-level vision. Concrete examples include stereo matching and optical
flow [13, 34]. Stereo matching constrains the search space to a horizontal scanline, where a 3D
cost volume is usually built and optimized to ensure global consistency[11, 23]. Though optical
flow with small motion has been well-addressed by the classific variational approaches [37], finding
correspondences in the 2D target image remains a challenge when displacements are large and
occlusion occurs [3].

Correspondence matching with cost volume Classic stereo matching algorithms usually extract
local patch features and create a regular 3D cost volume, where smoothness constraints are further
enforced by energy minimization [13, 34]. Recently, hand-crafted feature extraction is replaced
with convolutional networks and cost-volume optimization step is commonly substituted by 3D
convolutions[22, 28, 45]. Despite their similar formulation, “true" 4D cost volume is rarely used in
optical flow estimation until very recently. Xu et al. [42] directly construct and process a 4D cost
volume using semi-global matching. Recent successful optical flow networks also build a correlation
cost volume and process it with 2D convolutions [7, 24, 39]. There also exists work in semantic
correspondence matching on a 4D cost volume with 4D convolutions [31].

Efficient convolutional networks Recent years have seen great interest in designing computation-
efficient and memory-friendly deep convolutional networks. At operation level, depthwise separable
convolutions [36] save computations by separating a multi-channel 2D convolution into a depthwise
convolution and a pointwise convolution [6, 14, 33, 46]. Efforts have also been made in using tensor
factorization to speed up a trained network [20, 25]. Different from prior works, we separate a
4D convolution kernel into two separate 2D kernels. At architecture level, U-Net encoder-decoder
scheme is widely used in dense prediction task [1, 7, 32]. Instead of directly filtering the high-res
feature maps, it saves memory and computation by downsampling the input feature maps with strided
convolutions and upsampling them back. Typically, it is able to acquire sufficient receptive fields
with very few numbers of layers. Similarly, we downsample the 4D cost-volume in (u,v) dimension
to maintain a small memory footprint.

3 Approach

In this section, we first introduce a 4D convolutional matching module for volumetric correspondence
processing. We then show by factorizing the filter into separable components that are implemented
with an encoder-decoder [32], one can significantly reduce computation and memory. Finally, we

2



Figure 1: We compare 2D filtering of a 4D cost vol-
ume reshaped to be a multi-channel 2D array (left)
versus true 4D filtering (right). For simplicity, we
visualize the candidate 7 × 7 array of (u, v) match
costs for a particular (x, y) pixel. Blue and red cir-
cles indicate filtered values, and lines connected to
them indicate filter weights between two layers. Note
that 2D filter weights are not shared across spatial
locations (indicated by different colors), while 4D
filter weights are. During gradient-based learning of
the 2D filter, a particular observed (u, v) displace-
ment only backprops along the particular colored
weights connected to it. On the other hand, the 4D
filter will be updated for any observed (u, v) dis-
placement, making it easier to generalize to different
displacements.

integrate volumetric filtering into a coarse-to-fine warping scheme [18, 39], where ambiguous matches
and coarse-mistakes are handled by the multi-hypotheses design.

3.1 4D Convolutional Matching Module

Let F1,F2 ∈ Rd×H×W be the d-dimensional pixelwise embedding of the source and target image.
We construct a 4D cost volume by computing the cosine similarity between each pixel in the H ×W
source image with a set of candidate targets in a U × V search window:

C(u,x) =
F1(x) · F2(x+ u)

||F1(x)|| · ||F2(x+ u)||
, C(u,x) ∈ RU×V×H×W ,

where x = (x, y) is the source pixel coordinate and u = (u, v) is the pixel displacement. Cosine
similarity is used in person re-identification and face verification [27, 41] in replacement of dot
product, and empirically we find it produces a better result over dot product.

2D convolution vs 4D convolution Many recent optical flow networks re-organize the 4D cost
volume into a multichannel 2D array with N = U × V channels, and process it with multi-channel
2D convolutions [7, 18, 19, 39]. Instead, we leave the 4D cost volume C(u,x) as-is and filter it
with 4D convolutions. Much as 2D filters ensure translation invariance and generalize to images of
different sizes [26], we posit that 4D filters may ensure a form of offset "invariance" and generalize to
search windows of different sizes. Fig. 1 suggests that multi-channel 2D filtering requires the network
to memorize particular displacements seen during training. By explicit cost volume processing,
volumetric filtering of cost volumes is preferable because 1) It significantly reduces the number of
parameters and computations; 2) It is capable of processing variable-sized cost volumes on demand;
3) It generalizes better to displacements that are not seen in the training.

Truncated soft-argmin Given a (filtered) cost volume, one natural approach to reporting the (u, v)
displacement for a pixel (x, y) is a "winner take all" (WTA) operation that returns the argmin
displacement. Alternatively, if the offset dimensions are normalized by a softmax, one could compute
the expected offset by taking a weighted average of offsets with weights given by the probabilistic
softmax (soft argmin) [22]:

E[u] =
∑
i

uip(u = ui), [Soft Argmin]

Unfortunately, WTA is not differentiable, while the soft argmin is sensitive to changes in the size of
the search window [40]. Instead, we combine both with a "truncated soft-argmin" that zeros out the
softmax probabilities for displacements more than M pixels away from the argmin u∗:

p′(u = ui) ∝
{
p(u = ui), |ui − u∗| ≤M

0, otherwise
[Truncated Soft Argmin]

We empirically set M = 3 for a 7× 7 search window, and use truncated soft-argmin for training and
testing. Later we show that a truncated soft-argmin produces a notable improvement over soft-argmin.
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Figure 2: For ease of visualization, we show the 2D cost volume C(u, x) for matching pixels across a source
and target scanline image (a). To efficiently filter the volume, we factor the 3 × 3 filter (b) into a 1D spatial
convolution over positions (c) followed by a 1D WTA convolution over displacements (d).

3.2 Efficient Cost Volume Processing

Separable 4D convolution We now show that 4D volumetric kernels can be dramatically simplified
by factorizing into separable components. In the context of a cost volume, we propose a factorization
of a 4D filter K(u,x) into a 2D spatial filter KS(x) and a 2D WTA KWTA(u) filter:

K(u,x) ∗ C(u,x) =
∑
v,y

K(v,y)C(u− v,x− y) [4D Convolution]

=
∑
v,y

[
KWTA(v)KS(y)

]
C(u− v,x− y) [Factorization]

=
∑
v

KWTA(v)
[∑

y

KS(y)C(u− v,x− y)
]

[Separable Filtering]

= KWTA(u) ∗
[
KS(x) ∗ C(u,x)

]
Fig. 2 visualizes this factorization, which reduces computation by N2 for a N ×N ×N ×N filter
with negligible effect on peformance, as shown in ablation study Tab. 4.

U-Net encoder-decoder volume filtering We find it important to make use of 4D kernels with
large receptive feilds that can take advantage of contextual cues (as is the case for 2D image filtering).
However, naively implementing large volumetric filters takes a considerabe amount of memory [22].
We found it particularly important to include context for WTA filtering. Inspired by spatial encoder-
decoder networks [1, 32] we apply two downsampling layers and two upsampling layers rather than
stacking multiple 4D convolutional layers. In Sec. 4.3, we show that encoder-decoder architectures
allow us to significantly improve accuracy given alternatives with a similar compute budget.

3.3 Multi-hypotheses Correspondence Matching

Multi-channel cost volume Past work has suggested that cost volumes might be too restricted in
size and serve as too much of an information bottleneck for subsequent layers of a network [5, 22].
One common solution in the stereo literature is the construction of a feature volume rather than a cost
volume, where an additional dimension of feature channels is encoded in the volumetric tensor [22] -
typically, one might include the difference of the two feature descriptors being compared within the
cost volume, resulting in an additional channel of dimension |F(x)|.
In our case, this would result in a prohibitively large volume. Instead, we propose an “intermediate”
strategy between a traditional cost volume and a contemporary (deep) feature volume: a multi-channel
cost volume. Intuitively, rather than simply encoding the cosine similarity between two embedding
vectors, we record K similarities between K different feature embeddings that are trained jointly, by
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Figure 3: Illustration of volumetric processing at one pyramid level. 1) Cost volume construction: We warp
features of the target image using the upsampled coarse flow and compute a multi-channel cost volume. 2)
Volume processing: The multi-channel cost volume is filtered with separable 4D convolutions, which is integrated
into a volumetric U-Net architecture. We predict multiple flow hypotheses using truncated soft-argmin. 3) Soft
selection: The flow hypotheses are linearly combined considering their uncertainties and the appearance feature.

taking channel-wise product between each pair of potential matches [10]. While this can be thought
of as K distinct cost volumes, we instead concatenate them into a multi-channel 4D cost volume
RK×U×V×H×W where K is treated as a feature channel that is kept constant in dimension during
filtering. After being processed by the volumetric U-Net, each of the K cost-volumes Ck(u, v, x, y)
is used to compute a truncated softmax expectation.

Multi-hypotheses selection Considering the multimodal nature of correspondence matching, we
propose a multi-hypotheses selection module that assigns weights to each hypothesis given its value,
uncertainty and appearance information. Inspired by Campbell et al. [4], we treat it as a labelling
problem and use a stacked 2D convolution network that takes the image features, K hypotheses values,
and K entropy scores as the input, to produce a softmax distribution over the hypotheses. The final
correspondence prediction is computed by weighting the hypotheses with the softmax distribution.

Coarse-to-fine warping architecture, such as PWC-Net [39], is sensitive to coarse-level failures, where
the incorrect coarse flow is used to warp the features and lead to gross errors. More importantly, small
objects with large displacement are never considered, since only one coarse prediction is used to warp
a group of fine-pixels (usually 2 × 2). To account for the missing multi-modal information of the
coarse scale, one solution is to create K different warpings and delta fine cost volumes according to
K different coarse-scale hypotheses, and then aggregate the results. However, processing K different
hypotheses would be prohibitively expensive. Instead, we directly pass K coarse-level hypothesized
correspondences to the subsequent fine-scale multi-hypotheses network as additional hypotheses [43].

Out-of-range detection During occlusions or severe displacements, the optimal predicted displace-
ment is likely an "out-of-range" output that lies outside the search window. We use the processed cost
volumes to train such a binary classifier. Since cost volumes allow us to access a distribution over all
candidate matches, we can use the distribution to estimate uncertainty. Specifically, for each of the K
hypothesized cost volumes, we compute the Shannon entropy of the truncated softmax given by

H[u] = −
∑
i

p′(u = ui) · log p′(u = ui)

Since Shannon entropy itself is not a reliable uncertainty indicator [15], we pass them into a U-Net
module along with the image features and expected displacements, and produce a binary variable that
indicates whether the ground-truth displacement is out-of search range. The out-of-range detection
module is trained with binary cross-entropy loss where the supervision comes from comparing the
ground-truth flow with the maximum search range. Empirically, adding the out-of-range detector
regularizes the model and improves the generalization ability as shown in Sec.4.3.
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