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Abstract

Functional complexity of a software module can be measured in terms of static complexity metrics of the program text. Classifying software modules, based on their static complexity measures, into different fault-prone categories is a difficult problem in software engineering. This research investigates the applicability of neural network classifiers for identifying fault-prone software modules using a data set from a commercial software system. A preliminary empirical comparison is performed between a minimum distance based Gaussian classifier, a perceptron classifier and a multilayer layer feed-forward network classifier constructed using a modified Cascade-Correlation algorithm. The modified version of the Cascade-Correlation algorithm constrains the growth of the network size by incorporating a cross-validation check during the output layer training phase. Our preliminary results suggest that a multilayer feed-forward network can be used as a tool for identifying fault-prone software modules early during the development cycle. Other issues such as representation of software metrics and selection of a proper training samples are also discussed.
1 Problem Statement

Developing reliable software at a low cost is an important issue in the area of software engineering (Karunanithi, Whitley and Malaiya, 1992). Both the reliability of a software system and the development cost can be reduced by identifying troublesome software modules early during the development cycle. Many measurable program attributes have been identified and studied to characterize the intrinsic complexity and the fault proneness of software systems. The intuition behind software complexity metrics is that complex program modules tend to be more error prone than simple modules. By controlling the complexity of software modules during development, one can produce software systems that are easy to maintain and enhance (because simple program modules are easy to understand). Static complexity metrics are measured from the passive program texts early during the development cycle and can be used as a valuable feedback for allocating resources in future development efforts (future releases or new projects).

Two approaches can be applied to relate static complexity measures with faults found or program changes made during testing. In the *estimative approach* regressions models are used to predict the actual number of faults that will be disclosed during testing (Lipow, 1982; Gaffney, 1984; Shen et al., 1985; Crawford et al., 1985; Munson and Khoshgoftaar, 1992). Regression models assume that the metrics that constitute independent variables are independent and normally distributed. However, most practical measures often violate the normality assumptions and exhibit high correlation with other metrics (i.e., multicollinearity). The resulting fit of the regression models often tend to produce inconsistent predictions.

Under the *classification approach* software modules are categorized into two or more fault-prone classes (Rodriguez and Tsai, 1987; Munson and Khoshgoftaar, 1992; Karunanithi, 1993; Khoshgoftaar et al., 1993). A special case of the classification approach is to classify software modules into either low-fault (non-complex) or high-fault (complex) categories. The main rationale behind this approach is that the software managers are often interested in getting some approximate feedback from this type of models rather than accurate predictions of the number of faults that will be disclosed. Existing two-class categorization models are based on linear discriminant principle (Rodriguez and Tsai, 1987; Munson and Khoshgoftaar, 1992). Linear discriminant models assume that the metrics are orthogonal and that they follow a normal distribution. To reduce multicollinearity, researchers often use principle component analysis or some other dimensionality reduction techniques. However, the reduced metrics may not explain all the variability if the original metrics have nonlinear relationship.

In this paper, the applicability of neural network classifiers for identifying fault proneness of software modules is examined. The motivation behind this research is to evaluate whether classifiers can be developed without usual assumptions about the input metrics. In order to study the usefulness of neural network classifiers, a preliminary comparison is made between a simple minimum distance based Gaussian classifier, a single layer perceptron and a multilayer feed-forward network developed using a modified version of Fahlman's Cascade Correlation algorithm (Fahlman and Lebiere, 1990). The modified algorithm incorporates a cross-validation for constraining the growth of the size of the network. In this investigation, other issues
such as selection of proper training samples and representation of metrics are also considered.

2 Data Set Used

The metrics data used in this study were obtained from a research conducted by Lind and Vairavan (Lind and Vairavan, 1989) for a Medical Imaging System software. The complete system consisted of approximately 4500 modules amounting to about 400,000 lines of code written in Pascal, FORTRAN, PL/M and assembly level. From this set, a random sample of 390 high level language routines was selected for the analysis. For each module in the sample, program changes were recorded as an indication of software fault. The number of changes in the program modules varied from zero to 98. In addition to changes, 11 software complexity metrics were extracted from each module. These metrics range from total lines of code to Belady's bandwidth metric. (Readers curious about these metrics may refer to Table I of Lind and Vairavan, 1989.) For the purpose of our classification study, these metrics represent 11 input (both real and integer) variables of the classifier.

A software module is considered as a low fault-prone module (Category I) if there are 0 or 1 changes and as a high fault-prone module (Category II) if there are 10 or more changes. The remaining modules are considered as medium fault category. For the purpose of this study we consider only the low and high fault-prone modules. Our extreme categorization and deliberate discarding of program modules is similar to the approach used in other studies (Rodriguez and Tsai, 1987; Munson and Khoshgoftaar, 1992). After discarding medium fault-prone modules, there are 203 modules left in the data set. Of 203 modules, 114 modules belong to the low fault-prone category while the remaining 89 modules belong to the high fault-prone category. The output layer of the neural nets had two units corresponding to two fault categories.

3 Training Data Selection

We had two objectives in selecting training data: 1) to evaluate how well a neural network classifier will perform across different sized training sets and 2) to select the training data as much unbiased as possible. The first objective was motivated by the need to evaluate whether a neural network classifier can be used early in the software development cycle. Thus the classification experiments were conducted using training samples of size $S = \frac{1}{4}, \frac{1}{3}, \frac{1}{2}, \frac{3}{4}, \frac{9}{10}$ fraction of 203 samples belonging to Categories I and II. The remaining $(1-S)$ fraction of the samples were used for testing the classifiers. In order to avoid bias in the training data, we randomly selected 10 different training samples for each fraction $S$. This resulted in 6 X 10 (=60) different training and test sets.
4 Classifiers Compared

4.1 A Minimum Distance Classifier

In order to compare neural network classifiers and linear discriminant classifiers we implemented a simple minimum distance based two-class Gaussian classifier of the form (Nilsson, 1990):

\[ |X - C_i| = ((X - C_i)(X - C_i)^t)^{1/2} \]

where \( C_i, i = 1, 2 \) represent the prototype points for the Categories I and II, \( X \) is a 11 dimensional metrics vector, and \( t \) is the transpose operator. The prototype points \( C_1 \) and \( C_2 \) are calculated from the training set based on the normality assumption. In this approach a given arbitrary input vector \( X \) is placed in Category I if \( |X - C_1| < |X - C_2| \) and in Category II otherwise.

All raw component metrics had distributions that are asymmetric with a positive skew (i.e., long tail to the right) and they had different numerical ranges. Note that asymmetric distributions do not conform to the normality assumption of a typical Gaussian classifier. First, to remove the extreme asymmetry of the original distribution of the individual metric we transformed each metric using a natural logarithmic base. Second, to mask the influence of individual component metric on the distance score, we divided each metric by its standard deviation of the training set. These transformations considerably improved the performance of the Gaussian classifier. To be consistent in our comparison we used the log transformed inputs for other classifiers also.

4.2 A Perceptron Classifier

A perceptron with a hard-limiting threshold can be considered as a realization of a non-parametric linear discriminant classifier. If we use a sigmoidal unit, then the continuous valued output of the perceptron can be interpreted as a likelihood or probability with which inputs are assigned to different classes. In our experiment we implemented a perceptron with two sigmoidal units (outputs 1 and 2) corresponding to two categories. A given arbitrary vector \( X \) is assigned to Category I if the value of the output unit 1 is greater than the output of the unit 2 and to Category II otherwise. The weights of the network are determined iteratively using least square error minimization procedure. In almost all our experiments, the perceptron learned about 75 to 80 percentages of the training set. This implies that the rest of the training samples are not linearly separable.

4.3 A Multilayer Network Classifier

To evaluate whether a multilayer network can perform better than the other two classifiers, we repeated the same set of experiments using feed-forward networks constructed by Fahlman's Cascade-Correlation algorithm. The Cascade-Correlation algorithm is a constructive training algorithm which constructs a suitable network architecture by adding one hidden (layer) unit at a time. (Refer to Fahlman and Lebiere, 1990 for more details on the Cascade-Correlation algorithm.) Our initial results suggested that the multilayer layer networks constructed by the Cascade-Correlation algorithm are not capable of producing a better classification accuracy.
than the other two classifiers. An analysis of the network suggested that the resulting networks had too many free variables (i.e., due to too many hidden units). A further analysis of the rate of decrease of the residual error versus the number of hidden units added to the networks revealed that the Cascade-Correlation algorithm is capable of adding more hidden units to learn individual training patterns at the later stages of the training phase than in the earlier stages. This happens if the training set contains patterns that are interspersed across different decision regions or what might be called "border patterns" (Ahmed, S. and Tesauro, 1989).

In an effort to constrain the growth of the size of the network, we modified the Cascade-Correlation algorithm to incorporate a cross-validation check during the output layer training phase. For each training set of size $S$, one third was used for cross-validation and the remaining two third was used to train the network. The network construction was stopped as soon as the residual error of the cross-validation set stopped decreasing from the residual error at the end of the previous output layer training phase. The resulting network learned about 95% of the training patterns. However, the cross-validated construction considerably improved the classification performance of the networks on the test set. Table 1 presented in the next section provides a comparison between the networks developed with and without cross-validation.

<table>
<thead>
<tr>
<th>Training Set Size $S$ in%</th>
<th>Hidden Unit Errors</th>
<th>Type I Error Statistics</th>
<th>Type II Error Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Std</td>
<td>Mean</td>
</tr>
<tr>
<td>Without Cross-Validation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>5.1</td>
<td>1.5</td>
<td>24.64</td>
</tr>
<tr>
<td>33</td>
<td>6.2</td>
<td>1.8</td>
<td>20.24</td>
</tr>
<tr>
<td>50</td>
<td>7.4</td>
<td>1.8</td>
<td>18.30</td>
</tr>
<tr>
<td>67</td>
<td>8.7</td>
<td>1.7</td>
<td>15.78</td>
</tr>
<tr>
<td>75</td>
<td>10.4</td>
<td>1.8</td>
<td>14.54</td>
</tr>
<tr>
<td>90</td>
<td>11.2</td>
<td>1.6</td>
<td>13.33</td>
</tr>
<tr>
<td>With Cross-Validation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>1.9</td>
<td>1.3</td>
<td>20.19</td>
</tr>
<tr>
<td>33</td>
<td>2.2</td>
<td>1.0</td>
<td>18.24</td>
</tr>
<tr>
<td>50</td>
<td>2.0</td>
<td>0.9</td>
<td>17.41</td>
</tr>
<tr>
<td>67</td>
<td>2.7</td>
<td>1.1</td>
<td>14.32</td>
</tr>
<tr>
<td>75</td>
<td>2.7</td>
<td>1.3</td>
<td>13.27</td>
</tr>
<tr>
<td>90</td>
<td>2.9</td>
<td>1.2</td>
<td>9.77</td>
</tr>
</tbody>
</table>

Table 1: A Comparison of Nets With and Without Cross-Validation.

5 Results

In this section we present some preliminary results from our classification experiments. First, we provide a comparison between the multilayer networks developed with and without cross-validation. Next, we compare different classifiers in terms of their classification accuracy. Since a neural network's performance can be affected by the weight vector used to initialize the network, we repeated the training experiment 25 times with different initial weight vectors for each training set. This
resulted in a total of 250 training trials for each value of $S$. The results reported here for the neural network classifiers represent a summary statistics for 250 experiments.

The performance of the classifiers are reported in terms of classification errors. There are two type of classification errors that a classifier can make: a Type I error occurs when the classifier identifies a low fault-prone (Category I) module as a high fault-prone (Category II) module; a Type II error is produced when a high fault-prone module is identified as a low fault-prone module. From a software manager's point of view, these classification errors will have different implications. Type I misclassification will result in waste of test resources (because modules that are less fault-prone may be tested longer than what is normally required). On the other hand, Type II misclassification will result in releasing products that are of inferior quality. From reliability point of view, a Type II error is a serious error than a Type I error.

<table>
<thead>
<tr>
<th>No. of Patterns</th>
<th>Error Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gaussian</td>
</tr>
<tr>
<td>$S$ %</td>
<td>Training Set</td>
</tr>
<tr>
<td>Type I Error Statistics</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>50</td>
</tr>
<tr>
<td>33</td>
<td>66</td>
</tr>
<tr>
<td>50</td>
<td>101</td>
</tr>
<tr>
<td>67</td>
<td>136</td>
</tr>
<tr>
<td>75</td>
<td>152</td>
</tr>
<tr>
<td>90</td>
<td>182</td>
</tr>
<tr>
<td>Type II Error Statistics</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>50</td>
</tr>
<tr>
<td>33</td>
<td>66</td>
</tr>
<tr>
<td>50</td>
<td>101</td>
</tr>
<tr>
<td>67</td>
<td>136</td>
</tr>
<tr>
<td>75</td>
<td>152</td>
</tr>
<tr>
<td>90</td>
<td>182</td>
</tr>
</tbody>
</table>

Table 2: A Summary of Type I and Type II Error Statistics.

Table 1 compares the complexity and the performance of the multilayer networks developed with and without cross-validation. Columns 2 through 7 represent the size and the performance of the networks developed by the Cascade-Correlation without cross-validation. The remaining six columns correspond to the networks constructed with cross-validation. Hidden unit statistics for the networks suggest that the growth of the network can be constrained by adding a cross-validation during the output layer training. The corresponding error statistics for both the Type I and Type II errors suggest that an improvement classification accuracy can be achieved by cross-validating the size of the networks.

Table 2 illustrates the preliminary results for different classifiers. The first two columns in Table 2 represent the size of the training set in terms of $S$ as a percentage of all patterns and the number of patterns respectively. The third column represents the number of test patterns in Categories I (1st half) and the II (2nd half). The remaining six columns represent the error statistics for the three classifiers in
terms of percentage mean errors and standard deviations. The percentages errors were obtained by dividing the number of misclassifications by the total number of test patterns in that Category. The Type I error statistics in the first half of the table suggest that the Gaussian and the Perceptron classifiers may be better than multilayer networks at early stages of the software development cycle. However, the difference in performance of the Gaussian classifier is not consistent across all values of $S$. The neural network classifiers seem to improve their performance with an increase in the size of the training set. Among neural networks, the perceptron classifier seems to perform classification than a multilayer net. However, the Type II error statistics in the second half of the table suggest that a multilayer network classifier may provide a better classification of Category II modules than the other two classifiers. This is an important results from the reliability perspective.

6 Conclusion and Work in Progress

We demonstrated the applicability of neural network classifiers for identifying fault-prone software modules. We compared the classification efficacy of three different pattern classifiers using a data set from a commercial software system. Our preliminary empirical results are encouraging in that there is a role for multilayer feed-forward networks either during the software development cycle of a subsequent release or for a similar product.

The cross-validation implemented in our study is a simple heuristics for constraining the size of the networks constructed by the Cascade-Correlation algorithm. Though this improved the performance of the resulting networks, it should be cautioned that cross-validation may be needed only if the training patterns exhibit certain characteristics. In other circumstances, the networks may have to be constructed using the entire training set. At this stage we have not performed complete analysis on what characteristics of the training samples would require cross-validation for constraining the network growth. Also we have not used other sophisticated structure reduction techniques. We are currently exploring different loss functions and structure reduction techniques.

The Cascade-Correlation algorithm always constructs a deep network. Each additional hidden unit develops an internal representation that is a higher order sigmoidal computation than those of previously added hidden units. Such a complex internal representation may not be appropriate in a classification application such as the one studied here. We are currently exploring alternatives to construct shallow networks within the Cascade-Correlation frame work.

At this stage, we have not performed any analysis on how the internal representations of a multilayer network correlate with the input metrics. This is currently being studied.
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