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Abstract

Most distributed machine learning systems nowadays, including TensorFlow and
CNTK, are built in a centralized fashion. One bottleneck of centralized algorithms
lies on high communication cost on the central node. Motivated by this, we ask,
can decentralized algorithms be faster than its centralized counterpart?

Although decentralized PSGD (D-PSGD) algorithms have been studied by the
control community, existing analysis and theory do not show any advantage over
centralized PSGD (C-PSGD) algorithms, simply assuming the application scenario
where only the decentralized network is available. In this paper, we study a D-
PSGD algorithm and provide the first theoretical analysis that indicates a regime
in which decentralized algorithms might outperform centralized algorithms for
distributed stochastic gradient descent. This is because D-PSGD has comparable
total computational complexities to C-PSGD but requires much less communication
cost on the busiest node. We further conduct an empirical study to validate our
theoretical analysis across multiple frameworks (CNTK and Torch), different
network configurations, and computation platforms up to 112 GPUs. On network
configurations with low bandwidth or high latency, D-PSGD can be up to one order
of magnitude faster than its well-optimized centralized counterparts.

1 Introduction

In the context of distributed machine learning, decentralized algorithms have long been treated as a
compromise — when the underlying network topology does not allow centralized communication,
one has to resort to decentralized communication, while, understandably, paying for the “cost of being
decentralized”. In fact, most distributed machine learning systems nowadays, including TensorFlow
and CNTK, are built in a centralized fashion. But can decentralized algorithms be faster than their
centralized counterparts? In this paper, we provide the first theoretical analysis, verified by empirical
experiments, for a positive answer to this question.

V‘Ve COHSider SOlVing the fOHOWing StOChaStiC Optimization pl‘Oblem
1 l' n ’ = E ~ F ; S)s 1

where D is a predefined distribution and £ is a random variable usually referring to a data sample in
machine learning. This formulation summarizes many popular machine learning models including
deep learning [LeCun et al.l 2015]], linear regression, and logistic regression.

Parallel stochastic gradient descent (PSGD) methods are leading algorithms in solving large-scale
machine learning problems such as deep learning [Dean et al.l 2012|[Li et al., 2014], matrix completion
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(a) Centralized Topology (b) Decentralized Topology
Figure 1: An illustration of different network topologies.

Algorithm gg?ﬁ;%?;;i?fgoggmplemty computational complexity
C-PSGD (mini-batch SGD) O(n) O (2 + ELZ
D-PSGD O (Deg(network)) O(2+%

Table 1: Comparison of C-PSGD and D-PSGD. The unit of the communication cost is the number
of stochastic gradients or optimization variables. n is the number of nodes. The computational

complexity is the number of stochastic gradient evaluations we need to get a e-approximation solution,
which is defined in (3).

[Recht et al.,| 2011} [Zhuang et al.||2013]] and SVM. Existing PSGD algorithms are mostly designed for
centralized network topology, for example, the parameter server topology [Li et al.,[2014], where there
is a central node connected with multiple nodes as shown in Figure[T(a). The central node aggregates
the stochastic gradients computed from all other nodes and updates the model parameter, for example,
the weights of a neural network. The potential bottleneck of the centralized network topology lies on
the communication traffic jam on the central node, because all nodes need to communicate with it
concurrently iteratively. The performance will be significantly degraded when the network bandwidth
is lowﬂ These motivate us to study algorithms for decentralized topologies, where all nodes can only
communicate with its neighbors and there is no such a central node, shown in Figure[T{b).

Although decentralized algorithms have been studied as consensus optimization in the control commu-
nity and used for preserving data privacy [Ram et al.,2009al |Yan et al.| 2013} [Yuan et al.l 2016]], for
the application scenario where only the decentralized network is available, it is still an open question
if decentralized methods could have advantages over centralized algorithms in some scenarios
in case both types of communication patterns are feasible — for example, on a supercomputer with
thousands of nodes, should we use decentralized or centralized communication? Existing theory and
analysis either do not make such comparison [Bianchi et al., 2013 |Ram et al., [2009a |Srivastava and
Nedicl 2011, /Sundhar Ram et al.,2010] or implicitly indicate that decentralized algorithms were much
worse than centralized algorithms in terms of computational complexity and total communication
complexity [Aybat et al., 2015} |Lan et al., 2017}, Ram et al., 2010\ |[Zhang and Kwok| 2014]. This paper
gives a positive result for decentralized algorithms by studying a decentralized PSGD (D-PSGD)
algorithm on the connected decentralized network. Our theory indicates that D-PSGD admits similar
total computational complexity but requires much less communication for the busiest node. Table 1
shows a quick comparison between C-PSGD and D-PSGD with respect to the computation and
communication complexity. Our contributions are:

e We theoretically justify the potential advantage of decentralizedalgorithms over centralized
algorithms. Instead of treating decentralized algorithms as a compromise one has to make, we are the
first to conduct a theoretical analysis that identifies cases in which decentralized algorithms can be
faster than its centralized counterpart.

e We theoretically analyze the scalability behavior of decentralized SGD when more nodes are
used. Surprisingly, we show that, when more nodes are available, decentralized algorithms can bring
speedup, asymptotically linearly, with respect to computational complexity. To our best knowledge,
this is the first speedup result related to decentralized algorithms.

e We conduct extensive empirical study to validate our theoretical analysis of D-PSGD and different
C-PSGD variants (e.g., plain SGD, EASGD [Zhang et al., 2015]). We observe similar computational

!There has been research in how to accommodate this problem by having multiple parameter servers
communicating with efficient MPI ALLREDUCE primitives. As we will see in the experiments, these methods,
on the other hand, might suffer when the network latency is high.






























