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Abstract

Neural networks with binary weights are very important from both the theoretical and practical points of view. In this paper, we investigate the learnability of single binary perceptrons and unions of $\mu$-binary-perceptron networks, i.e. an "OR" of binary perceptrons where each input unit is connected to one and only one perceptron. We give a polynomial time algorithm that PAC learns these networks under the uniform distribution. The algorithm is able to identify both the network connectivity and the weight values necessary to represent the target function. These results suggest that, under reasonable distributions, $\mu$-perceptron networks may be easier to learn than fully connected networks.

1 Introduction

The study of neural networks with binary weights is well motivated from both the theoretical and practical points of view. Although the number of possible states
in the weight space of a binary network are finite, the capacity of the network is not much inferior to that of its continuous counterpart (Barkai and Kanter 1991). Likewise, the hardware realization of binary networks may prove simpler.

A major obstacle impeding the development of binary networks is that, under an arbitrary distribution of examples, the problem of learning binary weights is NP-complete (Pitt and Valiant 1988). However, the question of the learnability of this class of networks under some reasonable distributions is still open. A first step in this direction was reported by Venkatesh (1991) for single majority functions.

In this paper we investigate, within the PAC model (Valiant 1984; Blumer et al. 1989), the learnability of two interesting concepts under the uniform distribution: 1) Single binary perceptrons with arbitrary thresholds and 2) Unions of $\mu$-binary perceptrons, i.e. an “OR” of binary perceptrons where each input unit is connected to one and only one perceptron (fig. 1) \(^1\). These functions are related to so-called $\mu$ or read-once formulas (Kearns et al. 1987). Learning these functions on special distributions is presently a very active research area (Pagallo and Haussler 1989; Valiant and Warmuth 1991). The $\mu$ restriction may seem to be a severe one but it is not. First, under an arbitrary distribution, $\mu$-formulas are not easier to learn than their unrestricted counterpart (Kearns et al. 1987). Second, the $\mu$ assumption brings up a problem of its own: determining the network connectivity, which is a challenging task in itself.

Our main results are polynomial time algorithms that PAC learn single binary perceptrons and unions of $\mu$-binary perceptrons under the uniform distribution of examples. These results suggest that $\mu$-perceptron networks may be somewhat easier to learn than fully connected networks if one restricts his attention to reasonable distributions of examples. Because of the limited space, only a sketch of the proofs is given in this abstract.

2 Definitions

Let $I$ denote the set \{0, 1\}. A perceptron $g$ on $I^n$ is specified by a vector of $n$ real valued weights $w_i$ and a single real valued threshold $\theta$. For $x = (x_1, x_2, \ldots, x_n) \in I^n$, we have:

$$
g(x) = \begin{cases} 
1 & \text{if } \sum_{i=1}^{n} w_i x_i \geq \theta \\
0 & \text{if } \sum_{i=1}^{n} w_i x_i < \theta 
\end{cases}
$$

(1)

A perceptron is said to be positive if $w_i \geq 0$ for $i = 1, \ldots, n$. We are interested in the case where the weights are binary valued ($\pm 1$). We assume, without loss of generality (w.l.o.g.), that $\theta$ is integer.

A function $f$ is said to be a union of perceptrons if it can be written as a disjunction of perceptrons. If these perceptrons do not share any variables, $f$ is said to be a union of $\mu$-perceptrons (fig. 1), and we write

$$
f = g^{(1)} \lor g^{(2)} \lor \ldots \lor g^{(s)} \quad 1 \leq s \leq n
$$

(2)

We shall assume, w.l.o.g., that $f$ is expressed with the maximum possible number of $g^{(i)}$s, and has the minimum possible number of non-zero weights.

\(^1\)The intersection is simply the complement of the union and can be treated similarly.
We denote by $P(A)$ the probability of an event $A$ and by $\hat{P}(A)$ its empirical estimate based on a given finite sample. All probabilities are taken with respect to the uniform distribution $D$ on $I^n$. If $a \in \{0,1\}$, we denote by $P(f = 1|x_i = a)$ the conditional probability that $f = 1$ given the fact that $x_i = a$.

The algorithm will make use of the following probabilistic quantities:

The \textit{influence} of a variable $x_i$, denoted $Inf(x_i)$, is defined as

$$Inf(x_i) = P(f = 1|x_i = 1) - P(f = 1|x_i = 0).$$

Intuitively, the influence of a variable is positive (negative) if its weight is positive (negative).

The \textit{correlation} of a variable $x_j$ with $x_i$, denoted $C(x_i, x_j)$, is defined as

$$C(x_i, x_j) = \frac{P(f = 1|x_i x_j = 1) - P(f = 1|x_i = 1)}{P(f = 1|x_j = 1) - P(f = 1)}$$

where $x_i x_j = 1$ stands for $x_i = x_j = 1$. This quantity depends largely on whether or not the two variables are in same perceptron.

In what follows, we adopt the PAC learning model (Valiant 1984; Blumer et al. 1989). Here the methodology is to draw a sample of a certain size labeled according to the unknown target function $f$ and then to find a "good" approximation $h$ of $f$. The error of the hypothesis function $h$, with respect to the target $f$, is defined to be $P(h \neq f) = P(h(x) \neq f(x))$, where $x$ is distributed according to $D$. An algorithm learns from examples a target class $F$ using an hypothesis class $H$ under the distribution $D$ on $I^n$, if for every $f \in F$, and any $0 < \epsilon, \delta < 1$, the algorithm runs in time polynomial in $(n, \epsilon, \delta)$ and outputs an hypothesis $h \in H$ such that

$$P[ P(h \neq f) > \epsilon ] < \delta$$
3 Learning Networks with Binary Weights

3.1 Learning Single Binary Perceptrons

Let us assume that the target function $f$ is a single binary perceptron $g$ given by eq. (1). Let us assume also that the distribution generating the examples is uniform on $\{0,1\}^n$. The learning algorithm proceeds in two steps:

1. Estimating the weight values (signs). This is done by estimating the influence of each variable. Then the target perceptron is reduced to a positive perceptron by simply changing $x_i$ to $1-x_i$ whenever $w_i = -1$.

2. Estimating the threshold of the positive target perceptron and hence the threshold of the original perceptron.

To simplify the analysis, we introduce the following notation. Let $N$ be the number of negative weights in $g$ and let $\gamma$ be defined as

$$
\gamma_i = \begin{cases} 
  x_i & \text{if } w_i = 1 \\
  1-x_i & \text{if } w_i = -1 
\end{cases}
$$

Then eq. (1) can be written as

$$
g(\gamma) = \begin{cases} 
  1 & \text{if } \sum_{i=1}^{n} \gamma_i \geq \Omega \\
  0 & \text{if } \sum_{i=1}^{n} \gamma_i < \Omega 
\end{cases}
$$

where the renormalized threshold $\Omega$ is related to the original threshold $\theta$ by: $\Omega = \theta + N$. We assume, w.l.o.g., that $1 \leq \Omega \leq n$. Note that $D(x) = D(\gamma)$.

The following lemma, which follows directly from Bahadur's expansion (Bahadur 1960), will be used throughout this paper to approximate binomial distributions.

**Lemma 1** Let $d$ and $n$ be two integers. Then, if $\frac{n}{2} \leq d \leq n$,

$$
\sum_{i=d}^{n} \binom{n}{i} \leq \frac{1}{2} \binom{n}{d} \frac{1}{1-z}
$$

where $z = \frac{1}{2} \frac{n+1}{d+1}$. And if $0 \leq d \leq \frac{n}{2}$,

$$
\sum_{i=0}^{d} \binom{n}{i} \leq \frac{1}{2} \binom{n}{d} \frac{1}{1-z'}
$$

where $z' = \frac{1}{2} \frac{n+1}{n-d+1}$.

As we said earlier, intuition suggests that the influence of a variable is positive (negative) if its weight is positive (negative). The following lemma strengthens this intuition by showing that there is a measurable gap between the two cases. This gap will be used to estimate the weight values (signs).

**Lemma 2** Let $g$ be a perceptron such that $P(g=1), P(g=0) > \rho$, where $0 < \rho < 1$. Then,

$$
\text{Inf}(x_i) = \begin{cases} 
  > \frac{\rho}{n+2} & \text{if } w_i = 1 \\
  < \frac{\rho}{n+2} & \text{if } w_i = -1 
\end{cases}
$$
Proof sketch for \( w_i = 1 \): We exploit the equivalence between eq. (1) and eq. (4), and the fact that the distribution is uniform:

\[
\ln f(x_i) = P(g(x_i) = 1|x_i = 1) - P(g(x_i) = 1|x_i = 0) \\
= P(g(y) = 1|y_i = 1) - P(g(y) = 1|y_i = 0) \\
= \frac{2 \binom{n-1}{\Omega-1}}{\sum_i \binom{n}{i}} P(g = 1) \\
= \frac{2 \binom{n-1}{\Omega-1}}{\sum_{i=0}^{n-1} \binom{n}{i}} P(g = 0) 
\]

(5)

(6)

Applying lemma 1 to either eq. (5) (case: \( \Omega \geq \frac{n}{2} \)) or eq. (6) (case: \( \Omega \leq \frac{n}{2} \)) yields the desired result. \( \square \)

Once we determine the weight values, we reduce \( g \) to its positive form by changing \( x_i \) to \( 1 - x_i \) whenever \( w_i = -1 \). The next step is to estimate the renormalized threshold \( \Omega \) and hence, the original threshold \( \theta \).

**Lemma 3** Let \( g \) be the positive perceptron with a renormalized threshold \( \Omega \). Let \( g' \) the positive perceptron obtained from \( g \) by substituting \( r \) for \( \Omega \). Then, if \( r \leq \Omega \),

\[
P(g \neq g') \leq 1 - P(g = 1|g' = 1) 
\]

So, if we estimate \( P(g = 1|g' = 1) \) for \( r = 1, 2, \ldots \) and then choose as the renormalized threshold the least \( r \) for which \( P(g = 1|g' = 1) \geq 1 - \epsilon \), we are guaranteed to have \( P(g \neq g') \leq \epsilon \). Obviously, such \( r \) exists and is always \( \leq \Omega \) because \( P(g = 1|g' = 1) = 1 \) for \( r = \Omega \).

A sketch of the algorithm for learning single binary perceptrons is given in fig. 2.

**Theorem 1** The class of binary perceptrons is PAC learnable under the uniform distribution.

Proof sketch: A sample of size \( O\left(\frac{n^2}{\epsilon^2} \ln \frac{n}{\delta} \right) \) is sufficient to ensure that the different probabilities are estimated to within a sufficient precision (Hagerup and Rub 1989). Steps 2 and 3 of the algorithm are obvious. If we reach step 5, \( P(g = 1) > \frac{\epsilon}{2} \) and \( P(g = 0) > \frac{\epsilon}{2} \). Then one has only to set \( \rho = \frac{\epsilon}{2} \) and apply lemma 2 and 3 to step 5 and 6 respectively. Finally, the algorithm runs in time polynomial in \( n, \epsilon \) and \( \delta \). \( \square \)

### 3.2 Learning Unions of \( \mu \)-Binary Perceptrons

Let us assume now that the target function \( f \) is a union of \( \mu \)-binary perceptrons as in eq. (2). Note that we do not assume that the architecture (connectivity) is known in advance. Rather, it is the task of the learning algorithm to determine which variables are in a given perceptron. The learning algorithm proceeds in three steps:
Algorithm LEARN-BINARY-PERCEPTRON($n, \epsilon, \delta$)

Parameters: $n$ is the number of input variables, $\epsilon$ is the accuracy parameter and $\delta$ is the confidence parameter.

Output: a binary perceptron $h$.

Description:

1. Call $M = \lceil \frac{80(n+2)^2}{\epsilon^2} \rceil \ln \frac{8n}{\delta}$ examples. This sample is used to estimate the different probabilities. Initialize $h$ to the constant perceptron $0$. Initialize $N$ to 0.

2. (Are most examples positive?) If $\hat{P}(g = 1) \geq 1 - \frac{\epsilon}{4}$ then set $h = 1$. Return $h$.

3. (Are most examples negative?) If $\hat{P}(g = 1) \leq \frac{\epsilon}{4}$ then return $h$.

4. Set $\rho = \frac{\epsilon}{2}$.

5. (Reduce $g$ to a positive perceptron) For each input variable $x_i$:
   
   (a) If $\hat{P}(x_i) > \frac{1}{2} \frac{\rho}{n+2}$, set $w_i = 1$.
   
   (b) Else if $\hat{P}(x_i) < -\frac{1}{2} \frac{\rho}{n+2}$, set $N = N + 1$, $w_i = -1$, and change $x_i$ to $1 - x_i$.
   
   (c) Else delete $x_i$ (update $n$ accordingly).

6. (Estimating the bias) Let $g'$ be as defined in lemma 3. Initialize $r$ to 1.
   
   (a) Estimate $P(g = 1|g' = 1)$.
   
   (b) If $\hat{P}(g = 1|g' = 1) > 1 - \frac{\epsilon}{2}$, set $\Omega = r$ and go to step 7.
   
   (c) $r = r + 1$. Go to step 6a.

7. Set $\theta = \Omega - N$. Return $h$ (that is $(w_1, \ldots, w_n; \theta)$).

Figure 2: An algorithm for learning single binary perceptrons.

1. Estimating the weight values (signs). This is again done by estimating the influence of each variable. Then the target function is reduced to a union of positive perceptrons by simply changing $x_i$ to $1 - x_i$ whenever $w_i = -1$.

2. Estimating which variables belong to the same perceptron. This is done by estimating correlations between different variables.

3. Estimating the renormalized threshold of the each positive target perceptron and hence, the threshold of the original perceptron.

The following lemma is a straightforward generalization of lemma 2.

Lemma 4 Let $f$ be a union of $\mu$-perceptrons as in (8). Let $g^{(a)}$ be a perceptron in $f$ and let $x_i \in g^{(a)}$. Assume that $P(f = 1) < 1 - \gamma$ and $P(g = 1), P(g = 0) > \rho$ where $0 < \gamma$, $\rho < 1$. Then

$$\text{Inf}(x_i) \begin{cases} > \frac{-\gamma \rho}{n+2} & \text{if } w_i = 1 \\ < \frac{-\rho}{n+2} & \text{if } w_i = -1 \end{cases}$$

Proof sketch for $w_i = 1$: Let $m$ be the disjunction of all perceptrons in $f$ except $g$. Then, using the inclusion-exclusion property and the fact that perceptrons in $f$ do not share any variables,

$$\text{Inf}(x_i) = (1 - P(m = 1))(P(g = 1|x_i = 1) - (P(g = 1|x_i = 0))$$
$$> \gamma(P(g = 1|x_i = 1) - (P(g = 1|x_i = 0)) = \frac{\gamma p}{n+2}$$

Inequality (7) follows from the fact that $1 - P(m = 1) > 1 - P(f = 1) > \gamma$ and from lemma 2. □

Lemma 4 enables us to determine the weight values and reduce $f$ to its positive form. Note that we can assume, w.l.o.g., that $\gamma \geq \epsilon/2$ and $p \geq \epsilon/2n$. The next step is to determine which variables belong to the same perceptron. Starting with a variable, say $x_i$, the procedure uses the correlation measure to decide whether or not another variable, say $x_j$, belongs to $x_i$’s perceptron. We appeal to the following lemma where we assume that $f$ is already reduced to its positive form.

**Lemma 5** Let $f$ be a union of $\mu$-perceptrons (positive form). Let $g^{(a)}$ be a perceptron in $f$. Let $x_i \in g^{(a)}$ and let $x_j$ and $x_k$ be two other influential variables in $f$. Then

$$C(x_i, x_j) - C(x_i, x_k) = \begin{cases} 0 & \text{if } x_j \in g^{(a)} \text{ and } x_k \in g^{(a)} \\ 0 & \text{if } x_j \notin g^{(a)} \text{ and } x_k \notin g^{(a)} \\ \geq \frac{1}{n^2} & \text{if } x_j \in g^{(a)} \text{ and } x_k \notin g^{(a)} \end{cases}$$

The lengthy proof of this important lemma will appear in the full paper.

If we estimate the correlations to within a sufficient precision, the correlation gap, established in lemma 5, enables us to decide which variables are in the same perceptron.

The last step is to estimate the bias of each perceptron. Let $g$ be a perceptron in $f$ and let $g'$ be the perceptron obtained from $g$ by setting its renormalized bias to $r$. Estimating $g$'s bias may be done by simply estimating $P(f = 1|g' = 1)$ for different values of the renormalized threshold, $r = 2, 3, ...$, and choosing the least $r$ such that $P(f = 1|g' = 1) \geq (1 - \epsilon/n)$ (see lemma 3 and step 6 in figure 2).

**Theorem 2** The class of $\mu$-binary perceptron unions are PAC learnable under the uniform distribution.

4 Conclusion and Open Problems

We presented a simple algorithm for PAC learning single binary perceptrons and $\mu$-binary-perceptron unions, under the uniform distribution of examples. The hardness results reported in the literature (see (Lin and Vitter 1991)) suggest that one can not avoid the training difficulties simply by considering only very simple neural networks. Our results (see also (Marchand and Golea 1992)) suggest that the combination of simple networks and reasonable distributions may be needed to achieve any degree of success.

The results reported here are part of an ongoing research aimed at understanding nonoverlapping perceptron networks (Hancock et al. 1991). The extension of these results to more complicated networks will appear in the full paper.
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