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Abstract

A model connecting visual tracking and saliency has recently been proposed. This model is based on the saliency hypothesis for tracking which postulates that tracking is achieved by the top-down tuning, based on target features, of discriminant center-surround saliency mechanisms over time. In this work, we identify three main predictions that must hold if the hypothesis were true: 1) tracking reliability should be larger for salient than for non-salient targets, 2) tracking reliability should have a dependence on the defining variables of saliency, namely feature contrast and distractor heterogeneity, and must replicate the dependence of saliency on these variables, and 3) saliency and tracking can be implemented with common low level neural mechanisms. We confirm that the first two predictions hold by reporting results from a set of human behavior studies on the connection between saliency and tracking. We also show that the third prediction holds by constructing a common neurophysiologically plausible architecture that can computationally solve both saliency and tracking. This architecture is fully compliant with the standard physiological models of V1 and MT, and with what is known about attentional control in area LIP, while explaining the results of the human behavior experiments.

1 Introduction

Biological vision systems have evolved sophisticated tracking mechanisms, capable of tracking complex objects, undergoing complex motion, in challenging environments. These mechanisms have been an area of active research in both neurophysiology [10, 34] and psychophysics [28], where research has been devoted to the study of object tracking by humans [29]. This effort has produced several models of multi-object tracking, that account for the experimental evidence from human psychometric data [28]. Prominent among these are the FINST model of Pylyshyn [29], and the object file model of Kahneman et al [18]. However, these models are not quantitative, and only explain the psychophysics of tracking simple stimuli, such as dots or bars. They do not specify a set of computations for the implementation of a general purpose tracking algorithm, and it is unclear how they could be applied to natural scenes. While some computational models for multiple object tracking (MOT) such as the oscillatory neural network model of Kazanovich et al. [19], and the particle filter based model of Vul et al. [37], have been proposed, there have been no attempts to demonstrate their applicability to real video scenes.

Visual tracking has also been widely studied in computer vision, where numerous tracking algorithms [38] have been proposed. Early solutions relied on simple object representations, and emphasized the prediction of object dynamics, typically using a Kalman filter. The prediction of these dynamics turned out to be difficult, motivating the introduction of more sophisticated methods such as particle filtering [15]. Nevertheless, because these approaches relied on simple target representations, they could not deal with complex scenes. This motivated research in the appearance-based modeling techniques [17, 32, 9] where a model of object appearance is learned from the target location in the initial frame, and used to identify the target in the next. It is, however, difficult to learn appearance models from complex scenes, where background detail tends to drift into the region used to learn the model, corrupting the learning.
The best results among tracking algorithms have recently been demonstrated for a class of methods that pose object tracking as incremental target/background classification [22, 8, 2, 13]. These *discriminant trackers* train a classifier to distinguish target from background at each frame. This classifier is then used to determine the location of the target in the next frame. Target and background are extracted at this location, the classifier updated, and the process iterated.

Recent work in the computer vision literature [22] has postulated a connection between discriminant tracking and one of the core processes of early biological vision - saliency, by suggesting that the ability to track objects is a side-effect of the saliency mechanisms that are known to guide the deployment of attention. More precisely, [22] has hypothesized that *tracking is a simple consequence of object-based tuning, over time, of the mechanisms used by the attentional system to implement bottom-up saliency*. We refer to this as the *saliency hypothesis for tracking*. Working under this hypothesis, [22] proposed a tracker based on the *discriminant saliency* principle of [12]. This is a principle for bottom-up center-surround saliency, which poses saliency as discrimination between a target (center) and a null (surround) hypothesis. Center-surround discriminant saliency has previously been shown to predict various psychophysical traits of human saliency and visual search performance [11]. The extension proposed by [22], to the tracking problem, endows discriminant saliency with a top-down feature selection mechanism. This mechanism enhances features that respond strongly to the target and weakly to the background, transforming the saliency operation from a search for locations where center is distinct from the surround, to a search for locations where target is present in the center but not in the surround. [22] has shown that this tracker has state-of-the-art performance on a number of tracking benchmarks from the computer vision literature.

In this work, we evaluate the validity of the saliency hypothesis by identifying three main predictions that ensue from the saliency hypothesis: 1) tracking reliability should be larger for salient than for non-salient targets, 2) tracking reliability should have a dependence on the defining variables of saliency, namely feature contrast and distractor heterogeneity, and must replicate the dependence of saliency on these variables and, 3) saliency and tracking can be implemented with common low level neural mechanisms. We confirm that the first two of these predictions hold by performing several human behavior experiments on the dependence between target saliency and human tracking performance. These experiments build on well understood properties of saliency, such as pop-out effects, to show that tracking requires discrimination between target and background using a center-surround mechanism. In addition, we characterize the dependence of tracking performance on the extent of discrimination, by gradually varying feature contrast between target and distractors in the tracking tasks. The results show that both tracking performance and saliency have highly similar patterns of dependency on feature contrast and distractor heterogeneity. To confirm that the third prediction holds, we show that both saliency and tracking can be implemented by a network compliant with the widely accepted neurophysiological models of neurons in area V1 [5] and the middle temporal area (MT) [36], and with the emerging view of attentional control in the lateral intra-parietal area (LIP) [3]. This network extends the substantial connections between discriminant saliency and the standard model that have already been shown [12] and is a biologically plausible optimal model for both saliency and tracking.

2 Human Behavior Experiments on Saliency and Tracking

We start by reporting on human behavior experiments\(^1\) investigating the connections between the psychophysics of tracking and saliency. To the best of our knowledge, this is the first report on psychophysics experiments studying the relation between attentional tracking of a single target and its saliency. Video stimuli were designed with the Psychtoolbox [4] on Matlab v7, running on a Windows XP PC. A 27 inch LCD monitor of size $47.5\times30^\circ$ visual angle and resolution of $1270\times1068$ pixels was used to present the stimuli. Subjects were at a viewing distance of 57 cm. The same apparatus was used for all experiments.

2.1 Experiment 1: Saliency affects tracking performance

The experimental setting was inspired by the tracking paradigm of Pylyshyn [29]. Subjects viewed displays containing a *green* target disk surrounded by *70 red* distractor disks and a static fixation square. Example displays are shown in [1]. At the start of each trial, the target disk was cued with a bounding box. Subjects were instructed to track the target covertly, while their eyes fixated on a black fixation square in the center. After a keystroke from the subject, all disks moved independently, with random motion, for around 7 seconds. Then, the disks stopped moving and the colors of 3

\(^1\)IRB approved study, subjects provided informed consent and were compensated $8 per hour
disks were switched to 3 new colors - cyan, magenta and blue. Of these, one was the target and the other two the spatially closest distractors. Subjects were asked to identify the target among the 3 highlighted disks.

**Method** 13 subjects (age 22-35, 9 male, 4 female) performed 4 trials each, organized into 2 versions of 2 conditions. **First version:** this version tested subject tracking performance under two different stimulus conditions. In the first, denoted *salient*, the target remained green throughout the presentation, changing randomly to one of the three highlight colors at the end of the 7 seconds. In the second, denoted *non-salient*, the target remained green for the first half of this period, switched to red for the remaining time, finally turning to a highlight color. While in the first condition the target is salient throughout the presentation, the second makes the target non-salient throughout the latter half of the trial. To eliminate potential effects of any other variables (e.g. target-distractor distances and motion patterns), the non-salient display was created by rotating each frame of a salient display by $90^\circ$ (and changing the green disk to red in the second half of the presentation).

Under the saliency hypothesis for tracking, the rate of successful target tracking should be much higher for salient than for non-salient displays. However, this could be due to the fact that the target was the only green disk in salient displays, and since it continuously popped-out subjects could be acquiring the target at any time even after losing track. **Second Version:** The second version ruled out this alternate hypothesis by using a different type of display for the *salient* condition. In this case, the target was a red disk, and its 7 nearest spatial neighbors were green. All other distractors were randomly assigned to either the red or green class. This eliminated the percept of pop-out. As before, the display for the non-salient condition was created by rotation and color switch of the target on the second half of the presentation. The video displays are available in the attached supplement [1].

**Results and Discussion** Figure 2 (a) and (b) present the rate of successful tracking in the two versions. In both cases, this rate was much higher in the *salient* than in the *non-salient* condition. In the latter, the tracking performance was almost at the chance level of $\frac{1}{3}$, suggesting complete tracking failure. In fact, the similarity of detection rates in the two experiments suggests that target pop-out does not aid human tracking performance at all. It only matters if the target is *locally* salient, i.e. salient with respect to its immediate neighborhood. This is consistent with the saliency hypothesis, since bottom-up saliency mechanisms are well known to have a center-surround structure [16, 12]. In fact, it suggests two new predictions. The first, motivated by the hypothesis that tracking requires top-down biases of bottom-up saliency, is that center-surround organization also applies to tracking. To address this prediction, we will investigate the spatial organization of tracking mechanisms in greater detail in Experiment 3. The second, which follows from the fact that only target color varied between the two conditions, is that tracking performance depends on the *discriminability* of the target. We study this prediction in Experiment 2. While the first experiment used color as a discriminant cue, the conclusion that saliency affect tracking performance applies even when other features are salient. For example, studies on multiple object tracking with identical targets and distractors have reported tracking failure when target and distractors are too close to each other [14]. This is consistent with the discriminant hypothesis: when target and distractors are identical, the target must be spatio-temporally salient (due to its trajectory or position) in an immediate neighborhood to be tracked accurately.

### 2.2 Experiment 2: Tracking reliability as a function of feature contrast

Experiment 2 aimed to investigate the connection between the two phenomena in greater detail, namely to *quantify* how tracking reliability depends on target saliency. Since saliency is not an independent variable, this quantification can only be done indirectly. One possibility is to resort to a variable commonly used to manipulate saliency: the amount of *feature contrast* between target and distractors. Several features can be used, as it is well known that targets which differ from distractors in terms of color, luminance, orientation or texture can be perceived as salient [27, 25]. In fact, Nothdurft [26] has precisely *quantified* the dependence of saliency on orientation contrast in static displays. His work has shown that perceived target saliency increases with the orientation contrast between target and neighboring distractors. This increase is quite non-linear, exhibiting the threshold and saturation effects shown in Figure 1 (a), where we present curves of saliency as a function of orientation contrast between target and distractors for three levels of distractor homogeneity [26]. The relationship between tracking reliability and target saliency can thus be characterized by manipulating orientation contrast and measuring the impact on tracking performance. If the saliency
hypothesis for tracking holds, saliency and tracking reliability should be equivalent functions of orientation contrast. In particular, increasing orientation contrast between target and distractors should result in a non-linear increase of tracking reliability, with threshold and saturation effects similar to those observed by Nothdurft.

**Method** 12 subjects (8 male and 4 female) in the age range 21-35 participated in the study. The experimental setting was adapted from the work of Makovski and Jiang [23]. All displays had size $26^\circ \times 26^\circ$ (700 × 700 pixels) and consisted of 23 ellipses, all of color blue, against a black background. Each ellipse had a major axis of $\sim 0.56^\circ$ (15 pixels) and minor axis of $\sim 0.19^\circ$ (5 pixels). The orientation of the ellipses depended on the condition from which the trial was drawn. At the start of a trial, one of the ellipses was designated as target (cued with a white bounding box). Subjects were instructed to track the target covertly, while fixating on a white square at the center of the screen. On a keystroke, the ellipses started moving and continued to do so for $\sim 8$-10 sec. At the end of the trial, all ellipses were completely occluded by larger white disks and subjects asked to click on the disk corresponding to the target. Each subject performed 30 trials under 7 conditions, for a total of 210 trials, and no feedback was given on the accuracy of their selection.

The 7 conditions corresponded to different levels of orientation contrast between target and distractor ellipses. Distractor orientation, defined by the major axis of the distractor ellipses, was always $0^\circ$. Target orientation, determined by the major axis of the target ellipse, was selected from 7 values: $0^\circ, 10^\circ, 20^\circ, 30^\circ, 40^\circ, 60^\circ$ or $80^\circ$. This made orientation contrast equal to the target orientation.

Example displays are shown in the attached supplement [1]. To keep all other variables (e.g. distance between items, motion patterns, distance from target to fixation square) identical, a trial was first created for one condition (target orientation $0^\circ$). The trials of all other conditions were obtained by applying a transformation to each frame of this video clip. This consisted of an affine transformation of the grid of ellipse centers, followed by the desired change in target orientation.

To study the effect of distractor heterogeneity [26], three versions of the experiment were conducted with different numbers of ellipses in the target orientation. In the first version, only one ellipse (the actual target) was in target orientation. In this case, there was no distractor heterogeneity. In the second version, 18 of the 23 ellipses were in distractor orientation, and the remaining 5 in target orientation. One of the latter was the actual target. Finally, in the third version, 13 ellipses were in distractor and 10 in target orientation, for the largest degree of distractor heterogeneity.

**Results and Discussion** Figure 1 (b), shows the curves of tracking accuracy vs. orientation contrast obtained in all three versions of the experiment. These curves are remarkably similar to Nothdurft’s saliency curves, shown in (a). Again, there are 1) distinct threshold and saturation effects for tracking, with tracking accuracy saturating for orientation contrasts beyond $40^\circ$, and 2) decreasing tracking accuracy as distractor heterogeneity increases. The co-variation of tracking accuracy and saliency is illustrated in Figure 1 (c), where the two quantities are presented as a scatter plot. The correlation between the two variable is near perfect ($r = 0.975$). In summary, tracking has a dependence on orientation contrast remarkably similar to that of saliency.

![Figure 1](image)

Figure 1: (a) saliency vs. orientation contrast (adapted from [26]) (b) human tracking success rate vs. orientation contrast. (c) scatter plot of saliency values from (a) vs tracking accuracy from (b), $r = 0.975$. (d) model prediction : tracking success rate vs. orientation contrast for the network of Figure 3.

**2.3 Experiment 3: The spatial structure of tracking**

It is well known that bottom-up saliency mechanisms are based on spatially localized center-surround processing [16, 6]. Hence, the saliency hypothesis for tracking predicts that tracking performance depends only on distractors within a spatial neighborhood of the target. The results
of Experiment 2 provide some evidence in support of this prediction, by showing that tracking performance depends on distractor heterogeneity. This implies that the visual content of the background affects human tracking performance. The open question is whether the effect of the background 1) is limited to a localized neighborhood of the target, or 2) extends to the entire field of view. This question motivated Experiment 3. In this experiment, the distance \( d_{csd} \) between the target and the closest distractor of the same orientation, denoted the closest similar distractor (CSD), was controlled so that \( d_{csd} = R \), where \( R \) is a parameter. This guaranteed that there were no distractors with the target orientation inside a neighborhood of radius \( R \) around it. By jointly varying this parameter and the amount of distractor heterogeneity, it is possible to test three hypotheses: (a) no surround region is involved in tracking: in this case, the rate of tracking success does not depend on the distractor heterogeneity at all, (b) the entire visual field affects tracking performance: in this case, for a fixed distractor heterogeneity, the rate of tracking success does not depend on \( R \), (c) the effect of the surround is spatially localized: in this case, there is a critical radius \( R_{critical} \) beyond which distractors have no influence in tracking performance. This implies that the rate of tracking success does not depend on distractor heterogeneity for \( R > R_{critical} \). Experiment 2 already established that hypothesis (a) does not hold. Experiment 3 was designed to determine which of (b) and (c) holds.

**Method**

9 subjects (7 male and 2 female) in the age range 21-35 participated in the study. The target orientation was fixed at 40° for all stimuli. Two versions of the experiment were conducted, with two levels of distractor heterogeneity. As in Experiment 2, the first version used 18 (5) of the 23 ellipses in distractor (target) orientation. In the second version, 13 ellipses were in distractor and 10 in target orientation. In both versions, the stimulus was produced with four values of average \( R \) (average, over all frames in the video sequence, of the distance \( d_{csd} \)). Across the 4 conditions, this quantity was in the range 1.67° to 5.01° (about 45 pixels to 135 pixels).

**Results and Discussion**

Figure 2(a) presents the rate of tracking success as a function of average \( R \), for the two versions of the experiment. The tracking accuracy for the case where there is no distractor heterogeneity (no distractor with the target orientation) is also shown, as a flat line. Two main observations are worth noting. First, for a fixed (non-zero) amount of distractor heterogeneity, tracking performance always increases with \( R \). This implies that it is easier to track when the CSD is farther from the target. Second, for large \( R \) tracking accuracy does not depend on distractor heterogeneity (it is nearly the same under the two heterogeneity conditions), converging to the accuracy observed when there is no distractor heterogeneity (Experiment 3). These observations support the conclusion that hypothesis (c) holds, i.e. tracking ability is influenced by a localized surround region, of radius \( R_{critical} \approx 4° \). When similar distractors are kept out of this region, the degree of distractor heterogeneity has no effect in tracking performance.

In summary, results of the human behavior experiments show that the first two predictions made by the saliency hypothesis for tracking hold. These predictions are that tracking reliability 1) is larger for salient than for non-salient targets (Experiment 1), 2) depends on the defining variables of saliency, namely feature contrast and distractor heterogeneity (Experiment 2), and replicates the dependence of saliency on these variables. This includes the threshold and saturation effects of the dependence of saliency on feature contrast (Experiment 2), and the spatially localized dependence of saliency on distractor heterogeneity (Experiment 3). Overall, these experiments provide strong evidence in support of the saliency hypothesis for tracking. We next consider the final prediction, which is that saliency and tracking can be implemented with common neural mechanisms.

### 3 Joint neural architecture for saliency and tracking

To construct a saliency based neurally plausible computational model for tracking we start with the neural model proposed by [12] to compute saliency and identify the mechanisms required to extend it to perform tracking, and then show how these mechanisms can be implemented in a biologically plausible manner.

In [12], saliency is equated to optimal decision-making between two classes of visual stimuli, with label \( C \in \{0, 1\} \), \( C = 1 \) for stimuli in a target class, and \( C = 0 \) for stimuli in a background class. The classes are defined in a center-surround manner where, at each location \( l \), the target (background) class is that of stimuli in a center (surround) window. The stimuli are not observed directly, but through projection onto a set of \( n \) features, of responses \( \mathbf{Y}(l) = (Y_1(l), \ldots, Y_n(l)) \). The saliency of location \( l \) is then equated to the expected accuracy of target/background classification,
Figure 2: (a) and (b) Experiment 1: successful target tracking rate for targets that are (a) globally salient (pop-out), and (b) locally salient (do not pop-out). (c) and (d) Experiment 3: the effect of background on tracking performance - (c) Tracking accuracy of human subjects for two versions of distractor homogeneities are plotted as a function of the average target-similar distractor distance. Also shown, using a blue dashed line, is the tracking accuracy for the version with no similar distractors at target orientation of 40° from Experiment 2. (d) model prediction for the same data using the saliency based model of Figure 3.

given the feature responses from the two classes and can be written as:

\[ S(l) = \frac{1}{n} \sum_k S_k(l), \quad S_k(l) = E_{Y(l)}[\gamma[P_{C(l)|Y_k(l)}(1|y)]], \quad \gamma(x) = \begin{cases} x - \frac{1}{2} & x \geq 0.5 \\ 0 & x < 0.5 \end{cases} \] (1)

The saliency measure \( S_k(l) \) is the expected confidence with which the feature response \( Y_k(l) \) is assigned to the target class. \( \gamma(x) \) is a nonlinearity that thresholds the posterior probability \( P_{C(l)|Y_k(l)}(1|y) \) to prevent locations assigned to the background class by the Bayes decision rule \( (P_{C(l)|Y_k(l)}(1|y) \leq 0.5) \), from contributing to the saliency. This tunes the saliency measure to respond only to the presence of target stimuli, not to its absence. This definition of saliency was shown, in [12], to be computable using units that conform to the standard neurophysiological model of cells in visual cortex area V1 [5], when the features are bandpass filters (e.g. Gabor filters) extracted from static natural images. However, for the tracking task, the feature set \( Y \) for representing the target and background needs to contain spatiotemporal features that are tuned to the velocity of moving patterns. It can be shown that saliency for such velocity tuned spatiotemporal features can be computed by combining the outputs of a set of V1 like units of [12], akin to the widely used approach for constructing models for MT cells from afferent V1 units [36, 33]. This enhanced network, illustrated in Figure 3, is equivalent to an MT neuron tuned to a particular velocity (see supplement [1]).

### 3.1 Neurophysiologically plausible feature selection

A key component of the saliency tracker of [22] is a feature selection procedure that continuously adapts the saliency measure of (1) to the target. The basic idea is to select, at each time step, the features in \( Y(l) \) that best discriminate between target (center) and background. This changes the saliency from a bottom-up identification of locations where center and surround differ, to a top-down identification of locations containing the target in the center and background in the surround. However, the procedure of [22] (based on feature ranking) is not biologically plausible. To derive a biologically plausible feature selection mechanism, we replace the saliency measure of (1) with a feature-weighted extension

\[ S(l) = \sum_k \alpha_k S_k(l), \quad \sum_k \alpha_k = 1 \] (2)

where \( \alpha_k \) is the weight given to the saliency of the \( k^{th} \) feature channel. We associate a binary variable \( F_k \) with each feature \( Y_k \), such that \( F_k = 1 \) if and only if \( Y_k \) is the most salient feature of the target. We then assume that, given the knowledge of which feature is most salient, target presence at location \( l \) is independent of the remaining feature responses, and so the posterior probability of target presence given the observation of all features is written as:

\[ P_{C(l)|Y(l),F_k}(1|y, 1) = 2\gamma[P_{C(l)|Y_k(l)}(1|y)], \] (3)

This reflects a conservative strategy, where features cannot be considered salient unless they are individually discriminant for target presence. Given the location \( l^* \) where the target has been detected, the posterior probability of feature saliency can then be computed by Bayes rule

\[ P_{F_k|C(l^*)}(1) = \frac{P_{C(l^*)|F_k}(1|1)P_{F_k}(1)}{\sum_j P_{C(l^*)|F_j}(1|1)P_{F_j}(1)}, \] where (4)
\[ P_{C(t^*)|F_k}(1|1) = \int P_{C(t^*)|Y(t^*), F_k}(1|y, 1) P_Y(t^*)|F_k(y|1) \, dy \]  
\[ = \int 2\gamma [P_{C(t^*)|Y_k(t^*)}(1|y)] P_{Y_k(t^*)}(y) \, dy \quad (\text{using } (3)) \]
\[ = 2E_{Y_k(t^*)}(\gamma [P_{C(t^*)|Y_k(t^*)}(1|y)]) = 2S_k(t^*), \quad (6) \]

and the last equality follows from (1). Using (6) in (4), we get
\[ P_{F_k|C(t^*)}(1|1) = \frac{S_k(l^*) P_{F_k}(1)}{\sum_j S_j(l^*) P_{F_j}(1)}. \quad (7) \]

Under reasonable assumptions of persistence of the dominant features in the target, this analysis can be extended over time, by denoting the state of \( F_k \) and \( l^* \) at time \( t \) by \( F_k(t, l^*) \) and \( l^*_t \), and the sequence of target locations till time \( t \) by \( l^*_t = (l^*_{t-1}, \ldots l^*_{0}) \), and we get the recursion (see [1]),
\[ P_{F_k|C(l^*)}(1|1) = \frac{S_k(l^*_t) P_{F_k}(1)}{\sum_j S_j(l^*_t) P_{F_j}(1)}. \quad (8) \]

Hence, the posterior probability of feature \( k \) being the most salient at time \( t \) given that the target is at \( l^*_t \) is computed by dividingly normalizing a weighted version of \( S_k(l^*_t) \), the bottom-up saliency of the feature \( k \) at \( l^*_t \), by the total saliency summed over all features. The weight applied to the saliency of each feature (corresponding to \( \alpha_k \) in (2)) is the posterior probability of the feature being the most salient at time \( t - \tau \). Therefore the posterior at time \( t - \tau \) is fed back with a delay, to become the weight at time \( t \). This enhances the most salient features, suppressing the non-salient ones, and is equivalent to applying a soft-thresholding to select only the dominant features.

This feature selection mechanism involving selective enhancement and suppression of features, operating on the outputs of the MT stage bears a close resemblance to the phenomenon of feature-based attention [24]. In fact, the proposed approach to feature selection is similar to previously proposed biologically plausible models of feature-based attention that rely on a Bayesian formulation and include divisive normalization [30, 31, 20, 7]. Further, neurophysiological studies have found evidence of feature-based attention in the lateral intraparietal (LIP) area [3]. LIP is also known to have cortico-cortical connections to area MT [21], and attentional control is thought to be fed-back from LIP to MT [35]. Studies also suggest that the LIP might be computing a priority map that combines both bottom-up inputs and top-down signals, and the peak of this map response is used to guide visual attention [3]. These findings are compatible with the feature selection approach of (8), and therefore area LIP is a plausible candidate location for the feature selection stage of our model.

### 3.2 Neurophysiologically plausible discriminant tracker

A neurophysiologically plausible version of the discriminant tracker of [22] can be constructed with the discriminant saliency measure of (1), and the feature selection mechanism of (8). As in [22], in the absence of top-level information regarding the target, initialization and target acquisition can be treated as discrimination between the visual stimulus contained in a pair of center (target) and surround windows, at every location of the visual field. In this case, there is no explicit top-down guidance about the object to recognize, and the saliency of location \( l \) is measured by the saliency of all unmodulated feature responses. This consists of using the bottom-up saliency measure of (2) with \( \alpha_k = P_{F_k}(1) \), where \( P_{F_k}(1) \) is a uniform prior for feature selection, at time \( t = 0 \). The outputs of all features or neurons are then summed with equal weights to produce a final saliency map. The peak of this map represents the location which is most distinct from its surround, based on the responses of the motion sensitive spatio-temporal features, and becomes the target. Spatial attention is then shifted to the peak of this map.

Once the initial target location is attended, the feature selection mechanism modulates the saliency response of the individual feature channels, using the weights of (8). The final saliency value at that location also becomes the normalizing constant for the divisive normalization of (8). These feature weights are fed back to MT neurons, where each feature map is enhanced or attenuated depending on the corresponding feature weight. This enhances the features that are salient for target detection, and suppresses the non-salient ones. LIP also feeds back the retinotopic weight map corresponding to spatial attention, causing a suppression of feature responses in all areas other than in a neighborhood of the current locus of attention.
The network for tracking using feature selection. The discriminant saliency network of [12] is used to construct a model for an MT neuron. Feature selection, performed possibly in area LIP with weights being fed-back to MT, is achieved by the modulation of the response of each feature channel by its saliency value after divisive normalization across features.

After the latency due to feedback, say at time $t + \tau$, the new feature weights and spatial weights, modulate the feature maps, which are again fed forward to LIP, where the updated saliency map is computed by simple summation. The top-down saliency of location $l$ at time $t + \tau$ is then given by

$$S_{td}(l) = \sum_j S^{td}_j(l) = \sum_j S_j(l)P_{F_j|C(l)}(1|1).$$

(9)

where $S_j(l)$ is the modulated saliency response of the $j$th feature.

Spatial attention suppresses all but a neighborhood of the last known target location $l^*_t$, and the feature-based attention suppresses all features except those present in the target and discriminative with respect to the background. Therefore, the peak of the new saliency map corresponds to the position that best resembles the target at time $t + \tau$, and attention is shifted to that position.

$$l^*_t + \tau = \argmax_l S^{td}(l)$$

(10)

The process is iterated, so as to track the target over time, as in [22]. The entire tracking network is shown in Figure 3. The computation, in V1, of $S_{Z_j}(l)$ is implemented with the bottom-up network of [12]. V1 outputs are then linearly combined with weights $w_{jk}$ (which are described in supplement [1]) to obtain the MT responses $S_k(l)$. The remaining operations, possibly in LIP, compute the probabilities of (8) and the top-down saliency map of (9).

### 4 Validation of joint architecture

We applied the network of Figure 3 to the sequences used in Experiment 1. Representative frames of the result of tracking on the displays of the experiment and the videos are available from [1]. The model replicates the trend observed in both versions of the experiment, accurately tracking the target in the salient conditions, and losing track in the non-salient condition.

The results of applying the network to the stimuli in Experiments 2 and 3 are shown in Figures 1(d) and 2(d) respectively. It is seen that the model predictions accurately match the trend observed in all three versions of the Experiment 2. The model also predicts the effect of background seen in Experiment 3.

### 5 Conclusion

We provide the first verifiable evidence for a connection between saliency and tracking that was earlier only hypothesized [22]. In particular, we show that three main predictions of the hypothesis hold. First, using psychophysics experiments we show that tracking requires discrimination between target and background using a center-surround mechanism, and that tracking reliability and saliency have a common dependence on feature contrast and distractor heterogeneity. Next we construct a tracking model starting a neurally plausible architecture to compute saliency, and show that it can be implemented with widely accepted models of cortical computation. Specifically, the model is based on a feature selection mechanism akin to the well known phenomenon of feature-based attention in MT. Finally, we show that the tracking model accurately replicates all our psychophysics results.
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