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Abstract

Topic modeling is a widely used approach to analyzing large text collections. A
small number of multilingual topic models have recently been explored to dis-
cover latent topics among parallel or comparable documents, such as in Wikipedia.
Other topic models that were originally proposed for structured data are also ap-
plicable to multilingual documents. Correspondence Latent Dirichlet Allocation
(CorrLDA) is one such model; however, it requires a pivot language to be speci-
fied in advance. We propose a new topic model, Symmetric Correspondence LDA
(SymCorrLDA), that incorporates a hidden variable to control a pivot language,
in an extension of CorrLDA.We experimented with two multilingual compara-
ble datasets extracted from Wikipedia and demonstrate that SymCorrLDA is more
effective than some other existing multilingual topic models.

1 Introduction

Topic models (also known as mixed-membership models) are a useful method for analyzing large
text collections [1, 2]. In topic modeling, each document is represented as a mixture of topics, where
each topic is represented as a word distribution. Latent Dirichlet Allocation (LDA) [2] is one of the
well-known topic models. Most topic models assume that texts are monolingual; however, some
can capture statistical dependencies between multiple classes of representations and can be used for
multilingual parallel or comparable documents.Here, aparallel documentis a merged document
consisting of multiple language parts that are translations from one language to another, sometimes
including sentence-to-sentence or word-to-word alignments.A comparable documentis a merged
document consisting of multiple language parts that are not translations of each other but instead
describe similar concepts and events.Recently published multilingual topic models [3, 4], which
are the equivalent of Conditionally Independent LDA (CI-LDA) [5, 6], can discover latent topics
among parallel or comparable documents. SwitchLDA [6] was modeled by extending CI-LDA. It
can control the proportions of languages in each multilingual topic.However, both CI-LDA and
SwitchLDA preserve dependencies between languages only by sharing per-document multinomial
distributions over latent topics, and accordingly the resulting dependencies are relatively weak.

Correspondence LDA (CorrLDA) [7] is another type of topic model for structured data represented
in multiple classes.It was originally proposed for annotated image data to simultaneously model
words and visual features, and it can also be applied to parallel or comparable documents. In the
modeling, it first generates topics for visual features in an annotated image. Then only the topics
associated with the visual features in the image are used to generate words. In this sense, visual
features can be said to be thepivot in modeling annotated image data. However, when CorrLDA
is applied to multilingual documents,a language that plays the role of the pivot (a pivot language1)

1Note that the term ‘pivot language’ does not have exactly the same meaning as that commonly used in the
machine translation community, where it means an intermediary language for translation between more than
three languages.
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must be specified in advance. The pivot language selected is sensitive to the quality of the multi-
lingual topics estimated with CorrLDA.For example, a translation of a Japanese book into English
would presumably have a pivot to the Japanese book, but a set of international news stories would
have pivots that differ based on the country an article is about.It is often difficult to appropriately
select the pivot language.To address this problem,which we call thepivot problem, we propose
a new topic model, Symmetric Correspondence LDA (SymCorrLDA), that incorporates a hidden
variable to control the pivot language, in an extension of CorrLDA. Our SymCorrLDA addresses the
problem of CorrLDA and can select an appropriate pivot language by inference from the data.

We evaluate various multilingual topic models, i.e., CI-LDA, SwitchLDA, CorrLDA, and our Sym-
CorrLDA, as well as LDA,using comparable articles in different languages (English, Japanese, and
Spanish) extracted from Wikipedia. We first demonstrate through experiments that CorrLDA outper-
forms the other existing multilingual topic models mentioned, and then show that our SymCorrLDA
works more effectively than CorrLDA in any case of selecting a pivot language.

2 Multilingual Topic Models with Multilingual Comparable Documents

Bilingual topic models for bilingual parallel documents that have word-to-word alignments have
been developed, such as those by [8].Their models are directed towards machine translation, where
word-to-word alignments are involved in the generative process.In contrast, we focus on analyzing
dependencies among languages by modeling multilingual comparable documents, each of which
consists of multiple language parts that are not translations of each other but instead describe similar
concepts and events.The target documents can be parallel documents, but word-to-word alignments
are not taken into account in the topic modeling.Some other researchers explored different types
of multilingual topic models that are based on the premise of using multilingual dictionaries or
WordNet [9, 10, 11].In contrast, CI-LDA and SwitchLDA only require multilingual comparable
documents that can be easily obtained, such as from Wikipedia, when we use those models for
multilingual text analysis.This is more similar to the motivation of this paper.Below, we introduce
LDA-style topic models that handle multiple classes and can be applied to multilingual comparable
documents for the above-mentioned purposes.

2.1 Conditionally Independent LDA (CI-LDA)

CI-LDA [5, 6] is an extension of the LDA model to handle multiple classes,such as words and
citations in scientific articles.The CI-LDA framework was used to model multilingual parallel or
comparable documents by [3] and [4].Figure 1(b) shows a graphical model representation of CI-
LDA for documents inL languages,and Figure 1(a) shows that of LDA for reference.D, T, and
Nd respectively indicate the number of documents, number of topics, and number of word tokens
that appear in a specific language part in a documentd. The superscript ‘(·)’ indicates the variables
corresponding to a specific language part in a documentd. For better understanding, we show below
the process of generating a document according to the graphical model of the CI-LDA model.

1. For all D documents, sampleθd ∼ Dirichlet(α)
2. For allT topics and for allL languages, sampleϕ(ℓ)

t ∼ Dirichlet(β(ℓ))
3. For each of theN(ℓ)

d wordsw(ℓ)
i in languageℓ (ℓ ∈ {1, · · · , L}) of documentd:

a. Sample a topicz(ℓ)
i ∼ Multinomial(θd)

b. Sample a wordw(ℓ)
i ∼ Multinomial(ϕ(ℓ)

z(ℓ)
i

)

For example, when we deal with Japanese and English bilingual data,w(1) andw(2) are a Japanese
and an English word, respectively.CI-LDA preserves dependencies between languages only by
sharing the multinomial distributions with parametersθd. Accordingly, there are substantial chances
that some topics are assigned only to a specific language part in each document, and the resulting
dependencies are relatively weak.

2.2 SwitchLDA

Similarly to CI-LDA, SwitchLDA [6] can be applied to multilingual comparable documents. How-
ever, different from CI-LDA, SwitchLDA can adjust the proportions of multiple different languages
for each topic, according to a binomial distribution for bilingual data or a multinomial distribu-
tion for data of more than three languages. Figure 1(c) depicts a graphical model representation of
SwitchLDA for documents inL languages. The generative process is described below.
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(a) LDA (b) CI-LDA (c) SwitchLDA
Figure 1: Graphical model representations of (a) LDA, (b) CI-LDA, and (c) SwitchLDA

1. For all D documents, sampleθd ∼ Dirichlet(α)
2. For allT topics:

a. For all L languages, sampleϕ(ℓ)
t ∼ Dirichlet(β(ℓ))

b. Sampleψt ∼ Dirichlet(η)
3. For each of theNd wordswi in documentd:

a. Sample a topiczi ∼ Multinomial(θd)
b. Sample a language labelsi ∼ Multinomial(ψzi )
c. Sample a wordwi ∼ Multinomial(ϕ(si )

zi )
Here,ψt indicates a multinomial parameter to adjust the proportions ofL different languages for
topic t. If all components of hyperparameter vectorη are large enough, SwitchLDA becomes equiv-
alent to CI-LDA.SwitchLDA is an extension of CI-LDA to give emphasis or de-emphasis to specific
languages for each topic. Therefore, SwitchLDA may represent multilingual topics more flexibly;
however, it still has the drawback that the dependencies between languages are relatively weak.

2.3 Correspondence LDA (CorrLDA)

CorrLDA [7] can also be applied to multilingual comparable documents.In the multilingual setting,
this model first generates topics for one language part of a document. We refer to this language as a
pivot language. For the other languages, the model then uses the topics that were already generated
in the pivot language.Figure 2(a) shows a graphical model representation of CorrLDA assumingL
languages, whenp is the pivot language that is specified in advance.Here,N(ℓ)

d (ℓ ∈ {p,2, · · · , L})
denotes the number of words in languageℓ in documentd. The generative process is shown below:

1. For all D documents’ pivot language parts,sampleθ(p)
d ∼ Dirichlet(α(p))

2. For allT topics and for allL languages (including the pivot language), sampleϕ(ℓ)
t ∼ Dirichlet(β(ℓ))

3. For each of theN(p)
d wordsw(p)

i in the pivot languagep of documentd:
a. Sample a topicz(p)

i ∼ Multinomial(θ(p)
d )

b. Sample a wordw(p)
i ∼ Multinomial(ϕ(p)

z(p)
i

)

4. For each of theN(ℓ)
d wordsw(ℓ)

i in languageℓ (ℓ ∈ {2, · · · , L}) of documentd:

a. Sample a topicy(ℓ)
i ∼ Uni f orm

(
z(p)

1 , · · · , z
(p)

N(p)
d

)
b. Sample a wordw(ℓ)

i ∼ Multinomial(ϕ(ℓ)

y(ℓ)
i

)

This model can capture more direct dependencies between languages,due to the constraints that top-
ics have to be selected from the topics selected in the pivot language parts.However, when CorrLDA
is applied to multilingual documents, a pivot language must be specified in advance. Moreover, the
pivot language selected is sensitive to the quality of the multilingual topics estimated with CorrLDA.

3 Symmetric Correspondence Topic Models

When CorrLDA is applied to parallel or comparable documents, this model first generates topics
for one language part of a document, which we refer to this language as apivot language. For the
other languages, the model then uses the topics that were already generated in the pivot language.
CorrLDA has the great advantage that it can capture more direct dependency between languages;
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(a) CorrLDA (b) SymCorrLDA (c) alternative SymCorrLDA
Figure 2: Graphical model representations of (a) CorrLDA, (b) SymCorrLDA, and (c) its variant

however, it has a disadvantage that it requires a pivot language to be specified in advance. Since
the pivot language may differ based on the subject, such as the country a document is about, it is
often difficult to appropriately select the pivot language.To address this problem, we propose
Symmetric Correspondence LDA (SymCorrLDA). This model generates a flag that specifies a pivot
language for each word, adjusting the probability of being pivot languages in each language part
of a document according to a binomial distribution for bilingual data or a multinomial distribution
for data of more than three languages. In other words, SymCorrLDA estimates from the data the
best pivot language at the word level in each document.The pivot language flags may be assigned
to the words in the originally written portions in each language, since the original portions may be
described confidently and with rich vocabulary.Figure 2(b) shows a graphical model representation
of SymCorrLDA.SymCorrLDA’s generative process is shown as follows, assumingL languages:

1. For all D documents:
a. For all L languages, sampleθ(ℓ)

d ∼ Dirichlet(α(ℓ))
b. Sampleπd ∼ Dirichlet(γ)

2. For allT topics and for allL languages, sampleϕ(ℓ)
t ∼ Dirichlet(β(ℓ))

3. For each of theN(ℓ)
d wordsw(ℓ)

i in languageℓ (ℓ ∈ {1, · · · , L}) of documentd:
a. Sample a pivot language flagx(ℓ)

i ∼ Multinomial(πd)
b. If ( x(ℓ)

i =ℓ), sample a topicz(ℓ)
i ∼ Multinomial(θ(ℓ)

d )

c. If ( x(ℓ)
i =m,ℓ), sample a topicy(ℓ)

i ∼ Uni f orm
(
z(m)

1 , · · · , z
(m)

M(m)
d

)
d. Sample a wordw(ℓ)

i ∼ Multinomial
(
δx(ℓ)

i =ℓ
ϕ(ℓ)

z(ℓ)
i

+ (1− δx(ℓ)
i =ℓ

)ϕ(ℓ)

y(ℓ)
i

)
The pivot language flagx(ℓ)

i = ℓ for an arbitrary languageℓ indicates that the pivot language for the
word w(ℓ)

i is its own languageℓ, andx(ℓ)
i = m indicates that the pivot language forw(ℓ)

i is another
languagem different from its own languageℓ. The indicator functionδ takes the value 1 when the
designated event occurs and 0 if otherwise.Unlike CorrLDA, the uniform distribution at Step 3-c is
not based on the topics that are generated for allN(m)

d words with the pivot language flags, but based

only on the topics that are already generated forM(m)
d (M(m)

d ≤ N(m)
d ) words with the pivot language

flags at each step while in the generative process.2 The full conditional probability for collapsed
Gibbs sampling of this model is given by the following equations, assuming symmetric Dirichlet
priors parameterized byα(ℓ), β(ℓ) (ℓ ∈ {1, · · · , L}), andγ:

P(z(ℓ)
i = t, x(ℓ)

i = ℓ|w
(ℓ)
i = w(ℓ), z(ℓ)

−i ,w
(ℓ)
−i , x−i , α

(ℓ), β(ℓ), γ) ∝

ndℓ,−i + γ

ndℓ,−i +
∑

j,ℓ nd j + Lγ
·

CT D(ℓ)

td,−i + α
(ℓ)∑

t′ CT D(ℓ)

t′d,−i
+ Tα(ℓ)

·
CW(ℓ)T

w(ℓ)
′
t,−i
+ β(ℓ)∑

w(ℓ)
′ CW(ℓ)T

w(ℓ)
′
t,−i
+W(ℓ)β(ℓ)

(1)

P(y(ℓ)
i = t, x(ℓ)

i = m|w(ℓ)
i = w(ℓ), y(ℓ)

−i , z
(m),w(ℓ)

−i , x−i , β
(ℓ), γ) ∝

2M(m)
d words may indeed differ in size at the step of generating each word in the generative process. How-

ever, this is not problematic for inference, such as by collapsed Gibbs sampling, where any topic is first ran-
domly assigned to every word, and a more appropriate topic is then re-assigned to each word, based on the
topics previously assigned to allN(m)

d words, notM(m)
d words, with the pivot language flags.
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Table 1: Summary of bilingual data
Japanese English

No. of documents 229,855
No. of word types (vocab) 124,046 173,157

No. of word tokens 61,187,469 80,096,333

Table 2: Summary of trilingual data
Japanese English Spanish

No. of documents 90,602
No. of word types (vocab) 70,902 98,474 96,191

No. of word tokens 25,952,978 33,999,988 25,701,830

ndm,−i + γ

ndm,−i +
∑

j,m nd j + Lγ
·

CT D(m)

td

N(m)
d

·
CW(ℓ)T

w(ℓ)
′
t,−i
+ β(ℓ)∑

w(ℓ)
′ CW(ℓ)T

w(ℓ)
′
t,−i
+W(ℓ)β(ℓ)

(2)

wherew(·) = {w(·)
i }, z(·) = {z(·)

i }, andx(·) = {x(·)
i }. W(·) andN(·)

d respectively indicate the total number of
vocabulary words (word types) in the specified language, and the number of word tokens that appear
in the specified language part of documentd. ndℓ andndm are the number of times, for an arbitrary
word i ∈ {1, · · · ,N(·)

d } in an arbitrary languagej ∈ {1, · · · , L} of documentd, the flagsx( j)
i = ℓ and

x( j)
i = m respectively are allocated to documentd. CT D(·)

td indicates the (t,d) element of aT × D
topic-document count matrix, meaning the number of times topict is allocated tothe documentd’s
language part specified in parentheses.CW(·)T

wt indicates the (w, t) element of aW(·) × T word-topic
count matrix, meaning the number of times topict is allocated to wordw in the language specified
in parentheses.The subscript ‘−i’ indicates whenwi is removed from the data.

Now we slightly modify SymCorrLDA by replacing Step 3-c in its generative process by:

3-c. If ( x(ℓ)
i =m,ℓ), sample a topicy(ℓ)

i ∼ Multinomial(θ(m)
d )

Figure 2(c) shows a graphical model representation of this alternative SymCorrLDA. In this model,
non-pivot topics are dependent on the distribution behind the pivot topics, not dependent directly on
the pivot topics as in the original SymCorrLDA. By this modification, the generative process is more
naturally described. Accordingly, Eq. (2) of the full conditional probability is replaced by:

P(y(ℓ)
i = t, x(ℓ)

i = m|w(ℓ)
i = w(ℓ), y(ℓ)

−i , z
(m),w(ℓ)

−i , x−i , β
(ℓ), γ) ∝

ndm,−i + γ

ndm,−i +
∑

j,m nd j + Lγ
·

CT D(m)

td + α(m)∑
t′ CT D(m)

t′ d
+ Tα(m)

·
CW(ℓ)T

w(ℓ)
′
t,−i
+ β(ℓ)∑

w(ℓ)
′ CW(ℓ)T

w(ℓ)
′
t,−i
+W(ℓ)β(ℓ)

(3)

As you can see in the second term of the right-hand side above, the constraints are relaxed by this
modification so that topics do not always have to be selected from the topics selected for the words
with the pivot language flags, differently from that of Eq. (2). We will show through experiments
how the modification affects the quality of the estimated multilingual topics, in the following section.

4 Experiments

In this section, we demonstrate some examples with SymCorrLDA, and then we compare multi-
lingual topic models using various evaluation methods. For the evaluation, we use held-out log-
likelihood using two datasets, the task of finding an English article that is on the same topic as that
of a Japanese article, and a task with the languages reversed.

4.1 Settings

The datasets used in this work are two collections of Wikipedia articles: one is in English and
Japanese, the other is in English, Japanese, and Spanish, and articles in each collection are connected
across languages via inter-language links, as of November 2, 2009. We extracted text content from
the original Wikipedia articles, removing link information and revision history information. We used
WP2TXT3 for this purpose. For English articles, we removed 418 types of standard stop words [12].
For Spanish articles, we removed 351 types of standard stop words [13]. As for Japanese articles,
we removed function words, such as symbols, conjunctions and particles, using part-of-speech tags
annotated by MeCab4. The statistics of the datasets after preprocessing are shown in Tables 1 and
2. We assumed each set of Wikipedia articles connected via inter-language links between two (or

3http://wp2txt.rubyforge.org/
4http://mecab.sourceforge.net/
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Figure 5: Topic examples and corresponding proportion of pivots assigned to Japanese.An English
translation for each Japanese word follows in parentheses, except for Japanese proper nouns.

three) languages as a comparable document that consists of two (or three) language parts. To carry
out the evaluation in the task of findingcounterpart articlesthat we will describe later, we randomly
divided the Wikipedia document collection at the document level into 80%training documentsand
20% test documents. Furthermore, to compute held-out log-likelihood, we randomly divided each
of the training documents at the word level into 90%training setand 10%held-out set.

We first estimated CI-LDA, SwitchLDA, CorrLDA, and SymCorrLDAand its alternative version
(‘SymCorrLDA-alt’) as well as LDA for a baseline, using collapsed Gibbs sampling with the training
set.In addition, we estimated a special implementation of SymCorrLDA, settingπd in a simple way
for comparison, where the pivot language flag for each word is randomly selected according to the
proportion of the length of each language part (‘SymCorrLDA-rand’).

For all the models, we assumed symmetric Dirichlet hyperparametersα = 50/T andβ = 0.01, which
have often been used in prior work [14]. We imposed the convergence condition of collapsed Gibbs
sampling, such that the percentage change of held-out log-likelihood is less than 0.1%. For Sym-
CorrLDA, we assumed symmetric Dirichlet hyperparametersγ = 1. For SwitchLDA, we assumed
symmetric Dirichlet hyperparametersη = 1. We investigated the effect ofγ in SymCorrLDA and
η in SwitchLDA; however, the held-out log-likelihood was almost constant when varying these hy-
perparameters. LDA does not distinguish languages, so for a baseline we assumed all the language
parts connected via inter-language links to be mixed together as a single document.

4.2 Pivot assignments

Figure 3 demonstrates how the frequency distribution of the pivot language-flag (binomial) param-
eterπd,1 for the Japanese language with the bilingual dataset5 in SymCorrLDA changes while in
iterations of collapsed Gibbs sampling.This figure shows that the pivot language flag is randomly
assigned at the initial state, and then it converges to an appropriate bias for each document as the it-
erations proceed.We next demonstrate how the pivot language flags are assigned to each document.
Figure 4(a) shows the titles of eight documents and the correspondingπd when using the bilingual
data (T =500). If πd,1 is close to 1, the article can be considered to be more related to a subject on
Japanese or Japan. In contrast, ifπd,1 is close to 0 and thereforeπd,2 = 1 − πd,1 is close to 1, the
article can be considered to be more related to a subject on English or English-speaking countries.
Therefore, a pivot is assigned considering the language biases of the articles. Figure 4(b) shows
the titles of six documents and the correspondingπd = (πd,1, πd,2, πd,3) when using the trilingual

5The parameter for English wasπd,2 = 1− πd,1 in this case.
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Table 3: Per-word held-out log-likelihood with
bilingual data.Boldface indicates the best result
in each column.

T=500 T=1000
Japanese English Japanese English

LDA -8.127 -8.633 -7.992 -8.530
CI-LDA -8.136 -8.644 -8.008 -8.549

SwitchLDA -8.139 -8.641 -8.012 -8.549
CorrLDA1 -7.463 -8.403 -7.345 -8.346
CorrLDA2 -7.777 -8.197 -7.663 -8.109

SymCorrLDA -7.433 -8.175 -7.317 -8.084
SymCorrLDA-alt -7.476 -8.206 -7.358 -8.116

SymCorrLDA-rand -7.483 -8.222 -7.373 -8.137

Table 4: Per-word held-out log-likelihood with
trilingual data. Boldface indicates the best result
in each column.

T=500 T=1000
JapaneseEnglish SpanishJapaneseEnglish Spanish

CorrLDA1 -7.408 -8.512 -8.667 -7.305 -8.393 -8.545
CorrLDA2 -7.655 -8.198 -8.467 -7.572 -8.122 -8.401
CorrLDA3 -7.794 -8.460 -8.338 -7.700 -8.383 -8.274

SymCorrLDA -7.394 -8.178 -8.289 -7.287 -8.093 -8.215
SymCorrLDA-alt -7.440 -8.209 -8.330 -7.330 -8.120 -8.254

data (T =500). Here,πd,1, πd,2, andπd,3 respectively indicate the pivot language-flag (multinomial)
parameters corresponding to Japanese, English, and Spanish parts in each document.We further
demonstrate the proportions of pivot assignments at the topic level.Figure 5 shows the content of
6 topics through 10 words with the highest probability for each language and for each topic when
using the bilingual data (T = 500), some of which are biased to Japanese (Topics 13 and 59) or
English (Topics 201 and 251), while the others have almost no bias.It can be seen that the pivot bias
to specific languages can be interpreted.

4.3 Held-out log-likelihood

By measuring the held-out log-likelihood, we can evaluate thequality of each topic model. The
higher the held-out log-likelihood, the greater the predictive ability of the model. In this work,
we estimated multilingual topic models with the training set and computed the log-likelihood of
generating the held-out set that was mentioned in Section 4.1.

Table 3 shows the held-out log-likelihood of each multilingual topic model estimated with the bilin-
gual dataset whenT = 500 and 1000.Note that the held-out log-likelihood (i.e., themicro-average
per-wordlog-likelihood of the 10% held-out set) is shown for each language in this table, while
the model estimation was performed over the 90% training set in all the languages.Hereafter,Cor-
rLDA1 refers to the CorrLDA model that was estimated when Japanese was the pivot language. As
described in Section 2.3, the CorrLDA model first generates topics for the pivot language part of a
document, and for the other language parts of the document, the model then uses the topics that were
already generated in the pivot language.CorrLDA2 refers to the CorrLDA model when English was
the pivot language.As the results in Table 3 show, the held-out log-likelihoods of CorrLDA1 and
CorrLDA2 are much higher than those of the other prior models: CI-LDA, SwitchLDA, and LDA,
in both cases.This is because CorrLDA can capture direct dependencies between languages, due to
the constraints that topics have to be selected from the topics selected in the pivot language parts.
On the other hand, CI-LDA and SwitchLDA are too poorly constrained to effectively capture the
dependencies between languages, as mentioned in Sections 2.1 and 2.2.In particular, CorrLDA1
has the highest held-out log-likelihood among all the prior models for Japanese, while CorrLDA2
is the best among all the prior models for English. This is probably due to the fact that CorrLDA
can estimate topics from the pivot language parts (Japanese in the case of CorrLDA1) without any
specific constraints; however, great constraints (topics having to be selected from the topics selected
in the pivot language parts) are imposed for the other language parts.In SymCorrLDA, the held-out
log-likelihood for Japanese is larger than that of CorrLDA1 (and the other models), and the held-out
log-likelihood for English is larger than that of CorrLDA2.This is probably because SymCorrLDA
estimates the pivot language appropriately adjusted for each word in each document.Next, we com-
pare SymCorrLDA and its alternative version (SymCorrLDA-alt). We observed in Table 3 that the
held-out log-likelihood of SymCorrLDA-alt is smaller than that of the original SymCorrLDA, and
comparable to CorrLDA’s best. This is because the constraints in SymCorrLDA-alt are relaxed so
that topics do not always have to be selected from the topics selected for the words with the pivot
language flags.

For further consideration, let us examine the results of the simplified implementation:
SymCorrLDA-rand, which we defined in Section 4.1.SymCorrLDA-rand’s held-out log-likelihood
lies even below CorrLDA’s best.These results reflect the fact that the performance of SymCor-
rLDA in its full form is inherently affected by the nature of the language biases in the multilingual
comparable documents, rather than merely being affected by the language part length.
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Table 4 shows the held-out log-likelihood with the trilingual data whenT = 500 and 1000. Here,
CorrLDA3 refers to the CorrLDA model that was estimated when Spanish was the pivot language.
As you can see in this table,SymCorrLDA’s held-out log-likelihood is larger than CorrLDA’s best.
SymCorrLDA can estimate the pivot language appropriately adjusted for each word in each docu-
ment in the trilingual data, as with the bilingual data.SymCorrLDA-alt behaves similarly as with
the bilingual data.

For both the bilingual and trilingual data, the improvements with SymCorrLDA were statistically
significant, compared to each of the other models, according to the Wilcoxon signed-rank test at the
5% level in terms of the word-by-word held-out log-likelihood. As for the scalability, SymCorrLDA
is as scalable as CorrLDA because the time complexity of SymCorrLDA is the same order as that of
CorrLDA: the number of topics times the sum of vocabulary size in each language. On clock time,
SymCorrLDA does pay some extra, such as around 40% of the time for CorrLDA in the case of the
bilingual data, for allocating the pivot language flags.

4.4 Finding counterpart articles

Given an article, we can find its unseen counterpart articles in other languages using a multilin-
gual topic model.To evaluate this task, we experimented with the bilingual dataset. We estimated
document-topic distributions of test documents for each language, using the topic-word distributions
that were estimated by each multilingual topic model with training documents.We then evaluated
the performance of finding English counterpart articles using Japanese articles as queries, and vice
versa.For estimating the document-topic distributions of test documents, we used re-sampling of
LDA using the topic-word distribution estimated beforehand by each multilingual topic model [15].
We then computed the Jensen-Shannon (JS) divergence [16] between a document-topic distribution
of Japanese and that of English for each test document. Each held-out English-Japanese article pair
connected via an inter-language link is considered to be on the same topic; therefore, JS divergence
of such an article pair is expected to be small if the latent topic estimation is accurate. We first
assumed each held-out Japanese article to be a query and the corresponding English article to be
relevant, and evaluated the ranking of all the test articles of English in ascending order of the JS
divergence; then we conducted the task with the languages reversed.

Table 5: MRR incounterpart articlefinding task.
Boldface indicates the best result in each column.

Japanese to English English to Japanese
T=500 T=1000 T=500 T=1000

LDA 0.0743 0.1027 0.0870 0.1262
CI-LDA 0.1426 0.1464 0.1697 0.1818

SwitchLDA 0.1357 0.1347 0.1668 0.1653
CorrLDA1 0.2987 0.3281 0.2863 0.3111
CorrLDA2 0.2829 0.3063 0.3161 0.3464

SymCorrLDA 0.3256 0.3592 0.3348 0.3685

Table 5 shows the results of mean reciprocal
rank (MRR), whenT = 500 and 1000. The re-
ciprocal rank is defined as the multiplicative in-
verse of the rank of thecounterpart articlecor-
responding to each query article, and the mean
reciprocal rank is the average of it over all the
query articles. CorrLDA works much more ef-
fectively than the other prior models: CI-LDA,
SwitchLDA, and LDA, and overall, SymCor-
rLDA works the most effectively. We observed that the improvements with SymCorrLDA were
statistically significant according to the Wilcoxon signed-rank test at the 5% level, compared with
each of the other models.Therefore, it is clear that SymCorrLDA estimates multilingual topics the
most successfully in this experiment.

5 Conclusions

In this paper, we compared the performance of various topic models that can be applied to multilin-
gual documents, not using multilingual dictionaries, in terms of held-out log-likelihood and in the
task of cross-lingual link detection. We demonstrated through experiments that CorrLDA works sig-
nificantly more effectively than CI-LDA, which was used in prior work on multilingual topic models.
Furthermore, we proposed a new topic model, SymCorrLDA, that incorporates a hidden variable to
control a pivot language, in an extension of CorrLDA.SymCorrLDA has an advantage in that it does
not require a pivot language to be specified in advance, while CorrLDA does.We demonstrated that
SymCorrLDA is more effective than CorrLDA and the other topic models, through experiments
with Wikipedia datasets using held-out log-likelihood and in the task of finding counterpart articles
in other languages.SymCorrLDA can be applied to other kinds of data that have multiple classes of
representations, such as annotated image data. We plan to investigate this in future work.
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