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Abstract

Determinantal point processes (DPPs) have recently been proposed as computationally efficient probabilistic models of diverse sets for a variety of applications, including document summarization, image search, and pose estimation. Many DPP inference operations, including normalization and sampling, are tractable; however, finding the most likely configuration (MAP), which is often required in practice for decoding, is NP-hard, so we must resort to approximate inference. This optimization problem, which also arises in experimental design and sensor placement, involves finding the largest principal minor of a positive semidefinite matrix. Because the objective is log-submodular, greedy algorithms have been used in the past with some empirical success; however, these methods only give approximation guarantees in the special case of monotone objectives, which correspond to a restricted class of DPPs. In this paper we propose a new algorithm for approximating the MAP problem based on continuous techniques for submodular function maximization. Our method involves a novel continuous relaxation of the log-probability function, which, in contrast to the multilinear extension used for general submodular functions, can be evaluated and differentiated exactly and efficiently. We obtain a practical algorithm with a 1/4-approximation guarantee for a more general class of non-monotone DPPs; our algorithm also extends to MAP inference under complex polytope constraints, making it possible to combine DPPs with Markov random fields, weighted matchings, and other models. We demonstrate that our approach outperforms standard and recent methods on both synthetic and real-world data.

1 Introduction

Informative subset selection problems arise in many applications where a small number of items must be chosen to represent or cover a much larger set; for instance, text summarization [1, 2], document and image search [3, 4, 5], sensor placement [6], viral marketing [7], and many others. Recently, probabilistic models extending determinantal point processes (DPPs) [8, 9] were proposed for several such problems [10, 5, 11]. DPPs offer computationally attractive properties, including exact and efficient computation of marginals [8], sampling [12, 5], and (partial) parameter estimation [13]. They are characterized by a notion of diversity, as shown in Figure 1; points in the plane sampled from a DPP (center) are more spread out than those sampled independently (left).

However, in many cases we would like to make use of the most likely configuration (MAP inference, right), which involves finding the largest principal minor of a positive semidefinite matrix. This is an NP-hard problem [14], and so we must resort to approximate inference methods. The DPP probability is a log-submodular function, and hence greedy algorithms are natural; however, the standard greedy algorithm of Nemhauser and Wolsey [15] offers an approximation guarantee of $1 - 1/e$ only for non-decreasing (monotone) submodular functions, and does not apply for general...
DPPs. In addition, we are often interested in conditioning MAP inference on knapsack-type budget constraints, matroid constraints, or general polytope constraints. For example, we might consider a DPP model over edges of a bipartite graph and ask for the most likely set under the one-to-one matching constraint. In this paper we propose a new algorithm for approximating MAP inference that handles these types of constraints for non-monotone DPPs.

Recent work on non-monotone submodular function optimization can be broadly split into combinatorial versus continuous approaches. Among combinatorial methods, modified greedy, local search and simulated annealing algorithms provide certain constant factor guarantees [16, 17, 18] and have been recently extended to optimization under knapsack and matroid constraints [19, 20]. Continuous methods [21, 22] use a multilinear extension of the submodular set function to the convex hull of the feasible sets and then round fractional solutions obtained by maximizing in the interior of the polytope. Our algorithm falls into the continuous category, using a novel and efficient non-linear continuous extension specifically tailored to DPPs. In comparison to the constant-factor algorithms for general submodular functions, our approach is more efficient because we have explicit access to the objective function and its gradient. In contrast, general submodular functions assume a simple function oracle and need to employ sampling to estimate function and gradient values in the polytope interior. We show that our non-linear extension enjoys some of the critical properties of the standard multilinear extension and propose an efficient algorithm that can handle solvable polytope constraints. Our algorithm compares favorably to greedy and recent “symmetric” greedy [18] methods on unconstrained simulated problems, simulated problems under matching constraints, and a real-world matching task using quotes from political candidates.

2 Background

Determinantal point processes (DPPs) are distributions over subsets that prefer diversity. Originally, DPPs were introduced to model fermions in quantum physics [8], but since then they have arisen in a variety of other settings including non-intersecting random paths, random spanning trees, and eigenvalues of random matrices [9, 23, 12]. More recently, they have been applied as probabilistic models for machine learning problems [10, 13, 5, 11].

Formally, a DPP $\mathcal{P}$ on a set of items $\mathcal{Y} = \{1, 2, \ldots, N\}$ is a probability measure on $2^\mathcal{Y}$, the set of all subsets of $\mathcal{Y}$. For every $Y \subseteq \mathcal{Y}$ we have:

$$\mathcal{P}(Y) \propto \det(L_Y)$$ (1)

where $L$ is a positive semidefinite matrix. $L_Y \equiv [L_{ij}]_{i,j \in Y}$ denotes the restriction of $L$ to the entries indexed by elements of $Y$, and $\det(L_\emptyset) = 1$. If $L$ is written as a Gram matrix, $L = B^T B$, then the quantity $\det(L_Y)$ can be interpreted as the squared volume spanned by the column vectors $B_i$ for $i \in Y$. If $L_{ij} = B_i^T B_j$ is viewed as a measure of similarity between items $i$ and $j$, then when $i$ and $j$ are similar their vectors are relatively non-orthogonal, and therefore sets including both $i$ and $j$ will span less volume and be less probable. This is illustrated in Figure 2. As a result, DPPs assign higher probability to sets that are diverse under $L$.  

![Figure 1: From left to right, a set of points in the plane sampled independently at random, a sample drawn from a DPP, and an approximation of the DPP MAP set estimated by our algorithm.](image)
The DPP probability of a set $Y$ depends on the volume spanned by vectors $B_i$ for $i \in Y$. (b) As length increases, so does volume. (c) As similarity increases, volume decreases.

The normalization constant in Equation (1) can be computed explicitly thanks to the identity

$$\sum_Y \det(L_Y) = \det(L + I),$$

where $I$ is the $N \times N$ identity matrix. In fact, a variety of probabilistic inference operations can be performed efficiently, including sampling, marginalization, and conditioning [12, 24]. However, the maximum a posteriori (MAP) problem $\arg\max_Y \det(L_Y)$ is NP-hard [14]. In many practical situations it would be useful to approximate the MAP set; for instance, during decoding, online training, etc.

2.1 Submodularity

A function $f : 2^Y \rightarrow \mathbb{R}$ is called submodular if it satisfies

$$f(X \cup \{i\}) - f(X) \geq f(Y \cup \{i\}) - f(Y)$$

whenever $X \subseteq Y$ and $i \not\in Y$. Intuitively, the contribution made by a single item $i$ only decreases as the set grows. Common submodular functions include the mutual information of a set of variables and the number of cut edges leaving a set of vertices of a graph. A submodular function $f$ is called nondecreasing (or monotone) when $X \subseteq Y$ implies $f(X) \leq f(Y)$.

It is possible to show that $\log \det(L_Y)$ is a submodular function: entropy is submodular, and the entropy of a Gaussian is proportional to $\log \det(\Sigma_Y)$ (plus a linear term in $|Y|$), where $\Sigma$ is the covariance matrix. Submodular functions are easy to minimize, and a variety of algorithms exist for approximately maximizing them; however, to our knowledge none of these existing algorithms simultaneously allows for general polytope constraints on the set $Y$, offers an approximation guarantee, and can be implemented in practice without expensive sampling to approximate the objective. We provide a technique that addresses all three criteria for the DPP MAP problem, although approximation guarantees for the general polytope case depend on the choice of rounding algorithm and remain an open problem. We use the submodular maximization algorithm of [21] as a starting point.

3 MAP Inference

We seek an approximate solution to the generalized DPP MAP problem $\arg\max_{Y \in S} \log \det(L_Y)$, where $S \subseteq [0, 1]^N$ and $Y \in S$ means that the characteristic vector $\mathbb{I}(Y)$ is in $S$. We will assume that $S$ is a down-monotone, solvable polytope; down-monotone means that for $x, y \in [0, 1]^N$, $x \in S$ implies $y \in S$ whenever $x \geq y$ (that is, whenever $x_i \geq y_i \forall i$), and solvable means that for any linear objective function $g(x) = a^\top x$, we can efficiently find $x \in S$ maximizing $g(x)$.

One common approach for approximating discrete optimization problems is to replace the discrete variables with continuous analogs and extend the objective function to the continuous domain. When the resulting continuous optimization is solved, the result may include fractional variables. Typically, a rounding scheme is then used to produce a valid integral solution. As we will detail below,
we use a novel non-linear continuous relaxation that has a nice property: when the polytope is unconstrained, \( S = [0, 1]^N \), our method will (essentially) always produce integral solutions. For more complex polytopes, a rounding procedure is required.

When the objective \( f(Y) \) is a submodular set function, as in our setting, the multilinear extension can be used to obtain certain theoretical guarantees for the relaxed optimization scheme described above [21, 25]. The multilinear extension is defined on a vector \( x \in [0, 1]^N \):

\[
F(x) = \sum_{Y} \prod_{i \in Y} x_i \prod_{i \notin Y} (1 - x_i) f(Y).
\]

That is, \( F(x) \) is the expected value of \( f(Y) \) when \( Y \) is the random set obtained by including element \( i \) with probability \( x_i \). Unfortunately, this expectation generally cannot be computed efficiently, since it involves summing over exponentially many sets \( Y \). Thus, to use the multilinear extension in practice requires estimating its value and derivative via Monte Carlo techniques. This makes the optimization quite computationally expensive, as well as introducing a variety of technical convergence issues.

Instead, for the special case of DPP probabilities we propose a new continuous extension that is efficiently computable and differentiable. We refer to the following function as the softmax extension:

\[
\tilde{F}(x) = \log \sum_{Y} \prod_{i \in Y} x_i \prod_{i \notin Y} (1 - x_i) \exp(f(Y)).
\]

See the supplementary material for a visual comparison of Equations (4) and (5). While the softmax extension also involves a sum over exponentially many sets \( Y \), we have the following theorem.

**Theorem 1.** For a positive semidefinite matrix \( L \) and \( x \in [0, 1]^N \),

\[
\sum_{Y} \prod_{i \in Y} x_i \prod_{i \notin Y} (1 - x_i) \det(L_Y) = \det(\text{diag}(x)(L - I) + I).
\]

All proofs are included in the supplementary material.

**Corollary 2.** For \( f(Y) = \log \det(L_Y) \), we have \( \tilde{F}(x) = \log \det(\text{diag}(x)(L - I) + I) \) and

\[
\frac{\partial}{\partial x_i} \tilde{F}(x) = \text{tr}((\text{diag}(x)(L - I) + I)^{-1}(L - I)_i),
\]

where \((L - I)_i\) denotes the matrix obtained by zeroing all except the \( i \)th row of \( L - I \).

Corollary 2 says that softmax extension for the DPP MAP problem is computable and differentiable in \( O(N^3) \) time. Using a variant of gradient ascent (Section 3.1), this will be sufficient to efficiently find a local maximum of the softmax extension over an arbitrary solvable polytope. It then remains to show that this local maximum comes with approximation guarantees.

### 3.1 Conditional gradient

When the optimization polytope \( S \) is simple—for instance, the unit cube \([0, 1]^N\)—we can apply generic gradient-based optimization methods like L-BFGS to rapidly find a local maximum of the softmax extension. In situations where we are able to efficiently project onto the polytope \( S \), we can apply projected gradient methods. In the general case, however, we assume only that the polytope is solvable. In such settings, we can use the conditional gradient algorithm (also known as the Frank-Wolfe algorithm) [26, 27]. Algorithm 1 describes the procedure; intuitively, at each step we move to a convex combination of the current point and the point maximizing the linear approximation of the function given by the current gradient. This ensures that we move in an increasing direction while remaining in \( S \). Note that finding \( y \) requires optimizing a linear function over \( S \); this step is efficient whenever the polytope is solvable.

### 3.2 Approximation bound

In order to obtain an approximation bound for the DPP MAP problem, we consider the two-phase optimization in Algorithm 2, originally proposed in [21]. The second call to \texttt{LOCAL-OPT} is necessary in theory; however, in practice it can usually be omitted with minimal loss (if any). We will show that Algorithm 2 produces a 1/4-approximation.
In practice, filtering of near-duplicates can be used to keep below by log det(\(Y\)).

**Algorithm 1** LOCAL-OPT

**Input:** function \(\tilde{F}\), polytope \(S\)

\[ x \leftarrow 0 \]

**while** not converged **do**

\[ y \leftarrow \arg \max_{y' \in S} \nabla \tilde{F}(x)^{\top} y' \]

\[ \alpha \leftarrow \arg \max_{\alpha \in [0,1]} \tilde{F}(\alpha x + (1 - \alpha')y) \]

\[ x \leftarrow \alpha x + (1 - \alpha)y \]

**end while**

**Output:** \(x\)

**Algorithm 2** Approximating the DPP MAP

**Input:** kernel \(L\), polytope \(S\)

Let \(\tilde{F}(x) = \log \det(\text{diag}(x)(L - I) + I)\)

\[ x \leftarrow \text{LOCAL-OPT}(\tilde{F}, S) \]

\[ y \leftarrow \text{LOCAL-OPT}(\tilde{F}, S \cap \{y' \mid y' \leq 1 - x\}) \]

**Output:** \(\{x : \tilde{F}(x) > \tilde{F}(y)\}, y : \text{otherwise}\)

We begin by proving that the continuous extension \(\tilde{F}\) is concave in positive directions, although it is not concave in general.

**Lemma 3.** When \(u, v \geq 0\), we have

\[
\frac{\partial^2}{\partial u \partial t} \tilde{F}(x + su + tv) \leq 0
\] (8)

wherever \(0 < x + su + tv < 1\).

**Corollary 4.** \(\tilde{F}(x + tv)\) is concave along any direction \(v \geq 0\) (equivalently, \(v \leq 0\)).

Corollary 4 tells us that a local optimum \(x\) of \(\tilde{F}\) has certain global properties—namely, that \(\tilde{F}(x) \geq \tilde{F}(y)\) whenever \(y \leq x\) or \(y \geq x\). This leads to the following result from [21].

**Lemma 5.** If \(x\) is a local optimum of \(\tilde{F}(\cdot)\), then for any \(y \in [0,1]^N\),

\[
2\tilde{F}(x) \geq \tilde{F}(x \lor y) + \tilde{F}(x \land y)
\] (9)

where \((x \lor y)_i = \max(x_i, y_i)\) and \((x \land y)_i = \min(x_i, y_i)\).

Following [21], we now define a surrogate function \(\tilde{F}^*\). Let \(\mathcal{X}_i \subseteq [0,1]\) be a subset of the unit interval representing \(x_i = |\mathcal{X}_i|\), where \(|\mathcal{X}_i|\) denotes the measure of \(\mathcal{X}_i\). (Note that this representation is overcomplete, since there are in general many subsets of \([0,1]\) with measure \(x_i\).) \(\tilde{F}^*\) is defined on \(\mathcal{X} = (\mathcal{X}_1, \mathcal{X}_2, \ldots, \mathcal{X}_N)\) by

\[
\tilde{F}^*(\mathcal{X}) = \tilde{F}(x), \quad x = (|\mathcal{X}_1|, |\mathcal{X}_2|, \ldots, |\mathcal{X}_N|).
\] (10)

**Lemma 6.** \(\tilde{F}^*\) is submodular.

Lemmas 5 and 6 suffice to prove the following theorem, which appears for the multilinear extension in [21], bounding the approximation ratio of Algorithm 2.

**Theorem 7.** Let \(\tilde{F}(x)\) be the softmax extension of a nonnegative submodular function \(f(Y) = \log \det(L_Y)\), let OPT = \(\max_{x' \in S} \tilde{F}(x')\), and let \(x\) and \(y\) be local optima of \(\tilde{F}\) in \(S\) and \(S \cap \{y' \mid y' \leq 1 - x\}\), respectively. Then

\[
\max(\tilde{F}(x), \tilde{F}(y)) \geq \frac{1}{4} \text{OPT} \geq \frac{1}{4} \max_{y \in S} \log \det(L_Y).
\] (11)

Note that the softmax extension is an upper bound on the multilinear extension, thus Equation (11) is at least as tight as the corresponding result in [21].

**Corollary 8.** Algorithm 2 yields a 1/4-approximation to the DPP MAP problem whenever \(\log \det(L_Y) \geq 0\) for all \(Y\). In general, the objective value obtained by Algorithm 2 is bounded below by \(\frac{1}{4}(\text{OPT} - p_0) + p_0\), where \(p_0 = \min_Y \log \det(L_Y)\).

In practice, filtering of near-duplicates can be used to keep \(p_0\) from getting too small; however, in our empirical tests \(p_0\) did not seem to have a significant effect on approximation quality.
3.3 Rounding

When the polytope $S$ is unconstrained, it is easy to show that the results of Algorithm 1—and, in turn, Algorithm 2—are integral (or can be rounded without loss).

**Theorem 9.** If $S = [0, 1]^N$, then for any local optimum $x$ of $\tilde{F}$, either $x$ is integral or at least one fractional coordinate $x_i$ can be set to 0 or 1 without lowering the objective.

More generally, however, the polytope $S$ can be complex, and the output of Algorithm 2 needs to be rounded. We speculate that the contention resolution rounding schemes proposed in [21] for the multilinear extension $F$ may be extensible to $\tilde{F}$, but do not attempt to prove so here. Instead, in our experiments we apply pipage rounding [28] and threshold rounding (rounding all coordinates up or down using a single threshold), which are simple and seem to work well in practice.

3.4 Model combination

In addition to theoretical guarantees and the empirical advantages we demonstrate in Section 4, the proposed approach to the DPP MAP problem offers a great deal of flexibility. Since the general framework of continuous optimization is widely used in machine learning, this technique allows DPPs to be easily combined with other models. For instance, if $S$ is the local polytope for a Markov random field, then, augmenting the objective with the (linear) log-likelihood of the MRF—additive linear objective terms do not affect the lemmas proved above—we can approximately compute the MAP configuration of the DPP-MRF product model. We might in this way model diverse objects placed in a sequence, or fit to an underlying signal like an image. Empirical studies of these possibilities are left to future work.

4 Experiments

To illustrate the proposed method, we compare it to the widely used greedy algorithm of Nemhauser and Wolsey [15] (Algorithm 3) and the recently proposed deterministic “symmetric” greedy algorithm [18], which has a $1/3$ approximation guarantee for unconstrained non-monotone problems. Note that, while a naive implementation of the $\arg \max$ in Algorithm 3 requires evaluating the objective for each item in $U$, here we can exploit the fact that DPPs are closed under conditioning to compute all necessary values with only two matrix inversions [5]. We report baseline runtimes using this optimized greedy algorithm, which is about 10 times faster than the naive version at $N = 200$. The code and data for all experiments can be downloaded from http://www.seas.upenn.edu/~jengi/dpp-map.html.

4.1 Synthetic data

As a first test, we approximate the MAP configuration for DPPs with random kernels drawn from a Wishart distribution. Specifically, we choose $L = B^T B$, where $B \in \mathbb{R}^{N \times N}$ has entries drawn independently from the standard normal distribution, $h_{ij} \sim \mathcal{N}(0, 1)$. This results in $L \sim \mathcal{W}_N(N, I)$, a Wishart distribution with $N$ degrees of freedom and an identity covariance matrix. This distribution has several desirable properties: (1) in terms of eigenvectors, it spreads its mass uniformly over all unitary matrices [29], and (2) the probability density of eigenvalues $\lambda_1, \ldots, \lambda_N$ is

$$
\exp \left( -\sum_{i=1}^{N} \lambda_i \right) \prod_{i=1}^{N} \frac{\prod_{j=i+1}^{N} (\lambda_i - \lambda_j)^2}{((N-i)!)^2},
$$

the first term of which deters the eigenvalues from being too large, and the second term of which encourages the eigenvalues to be well-separated [30]. Property (1) implies that we will see a variety of eigenvectors, which play an important role in the structure of a DPP [5]. Property (2) implies that interactions between these eigenvectors will be important, as no one eigenvalue is likely to dominate. Combined, these properties suggest that samples should encompass a wide range of DPPs.

Figure 3a shows performance results on these random kernels in the unconstrained setting. Our proposed algorithm outperforms greedy in general, and the performance gap tends to grow with the size of the ground set, $N$. (We let $N$ vary in the range $[50, 200]$ since prior work with DPPs
Figure 3: Median and quartile log probability ratios (top) and running time ratios (bottom) for 100 random trials. (a) The proposed algorithm versus greedy on unconstrained problems. (b) The proposed algorithm versus symmetric greedy on unconstrained problems. (c) The proposed algorithm versus greedy on constrained problems. Dotted black lines indicate equal performance.

in real-world scenarios [5, 13] has typically operated in this range.) Moreover, Figure 3a (bottom) illustrates that our method is of comparable efficiency at medium $N$, and becomes more efficient as $N$ grows. Despite the fact that the symmetric greedy algorithm [18] has an improved approximation guarantee of $1/3$, essentially the same analysis applies to Figure 3b.

Figure 3c summarizes the performance of our algorithm in a constrained setting. To create plausible constraints, in this setting we generate two separate random matrices $B^{(1)}$ and $B^{(2)}$, and then select random pairs of rows $(B_{i}^{(1)}, B_{j}^{(2)})$. Averaging $(B_{i}^{(1)} + B_{j}^{(2)})/2$ creates one row of the matrix $B$; we then set $L = B^TB$. The constraints require that if $x_k$ corresponding to the $(i, j)$ pair is $1$, no other $x_k$ can have first element $i$ or second element $j$; i.e., the pairs cannot overlap. Since exact duplicate pairs produce identical rows in $L$, they are never both selected and can be pruned ahead of time. This means our constraints are of a form that allows us to apply pipage rounding to the possibly fractional result. Figure 3c shows even greater gains over greedy in this setting; however, enforcing the constraints precludes using fast methods like L-BFGS, so our optimization procedure is in this case somewhat slower than greedy.

4.2 Matched summarization

Finally, we demonstrate our approach using real-world data. Consider the following task: given a set of documents, select a set of document pairs such that the two elements within a pair are similar, but the overall set of pairs is diverse. For instance, we might want to compare the opinions of various authors on a range of topics—or even to compare the statements made at different points in time by the same author, e.g., a politician believed to have changed positions on various issues.

In this vein, we extract all the statements made by the eight main contenders in the 2012 US Republican primary debates: Bachmann, Cain, Gingrich, Huntsman, Paul, Perry, Romney, and Santorum. See the supplementary material for an example of some of these statements. Each pair of candidates $(a, b)$ constitutes one instance of our task. The task output is a set of statement pairs where the first statement in each pair comes from candidate $a$ and the second from candidate $b$. The goal of optimization is to find a set that is diverse (contains many topics, such as healthcare, foreign policy, immigration, etc.) but where both statements in each pair are topically similar.

Before formulating a DPP objective for this task, we perform some pre-processing. We filter short statements, leaving us with an average of 179 quotes per candidate (min = 93, max = 332 quotes).
Algorithm 3 Greedy MAP for DPPs

Input: kernel $L$, polytope $S$

$Y \leftarrow \emptyset$, $U \leftarrow Y$

while $U$ is not empty do

$i^* \leftarrow \arg \max_{i \in U} \log \det(L_{Y \cup \{i\}})$

if $\log \det(L_{Y \cup \{i^*\}}) < \log \det(L_Y)$ then

break

end if

$Y \leftarrow Y \cup \{i^*\}$

$U \leftarrow \{i \mid i \notin Y, \mathbb{I}(Y \cup \{i\}) \in S\}$

end while

Output: $Y$

We parse the quotes, keeping only nouns. We further filter nouns by document frequency, keeping only those that occur in at least 10% of the quotes. Then we generate a feature matrix $W$ where $W_q$ is the number of times term $t$ appears in quote $q$. This matrix is then normalized so that $\|W_q\|_2 = 1$, where $W_q$ is the $q$th row of $W$. For a given pair of candidates $(a, b)$ we compute the quality of each possible quote pair $(q^{(a)}_i, q^{(b)}_j)$ as the dot product of their rows in $W$. While the model will naturally ignore low-quality pairs, for efficiency we throw away such pairs in pre-processing. For each of candidate $a$’s quotes $q^{(a)}_i$ we keep a pair with quote $j = \arg \max_j \text{quality}(q^{(a)}_i, q^{(b)}_j)$ from candidate $b$, and vice-versa. The scores of the unpruned quotes, which we denote $r$, are re-normalized to span the $[0, 1]$ range. To create a feature vector describing each pair, we simply add the corresponding pair of quote feature vectors and re-normalize, forming a new $W$ matrix.

Our task is to select some high-quality representative subset of the unpruned quote pairs. We formulate this as a DPP objective with kernel $L = MSM$, where $S_{ij}$ is a measurement of similarity between quote pairs $i$ and $j$, and $M$ is a diagonal matrix with $M_{ii}$ representing the match quality of pair $i$. We set $S = WW^T$ and $\text{diag}(M) = \sqrt{\exp(\lambda r)}$, where $\lambda$ is a hyperparameter. Large $\lambda$ places more emphasis on picking high-quality pairs than on making the overall set diverse.

To help limit the number of pairs selected when optimizing the objective, we add some constraints. For each candidate we cluster their quotes using $k$-means on the word feature vectors and impose the constraint that no more than one quote per cluster can be selected. We round the final solution using the threshold rounding scheme described in Section 3.3.

Figure 4 shows the result of optimizing this constrained objective, averaged over all 56 candidate pairs. For all settings of $\lambda$ we outperform greedy. In general, we observe that our algorithm is most improved compared to greedy when the constraints are in play. In this case, when $\lambda$ is small the constraints are less relevant, since the model has an intrinsic preference for smaller sets. On the other hand, when $\lambda$ is very large the algorithms must choose as many pairs as possible in order to maximize their score; in this case the constraints play an important role.

5 Conclusion

We presented a new approach to solving the MAP problem for DPPs based on continuous algorithms for submodular maximization. Unlike the multilinear extension used in the general case, the softmax extension we propose is efficiently computable and differentiable. Furthermore, it allows for general solvable polytope constraints, and yields a guaranteed $1/4$-approximation in a subclass of DPPs. Our method makes it easy to combine DPPs with other models like MRFs or matching models, and is faster and more reliable than standard greedy methods on synthetic and real-world problems.
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