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Abstract

The minimax KL-divergence of any distribution from all distributions in a collection \( \mathcal{P} \) has several practical implications. In compression, it is called redundancy and represents the least additional number of bits over the entropy needed to encode the output of any distribution in \( \mathcal{P} \). In online estimation and learning, it is the lowest expected log-loss regret when guessing a sequence of random values generated by a distribution in \( \mathcal{P} \). In hypothesis testing, it upper bounds the largest number of distinguishable distributions in \( \mathcal{P} \). Motivated by problems ranging from population estimation to text classification and speech recognition, several machine-learning and information-theory researchers have recently considered label-invariant observations and properties induced by i.i.d. distributions. A sufficient statistic for all these properties is the data’s profile, the multiset of the number of times each data element appears. Improving on a sequence of previous works, we show that the redundancy of the collection of distributions induced over profiles by length-\( n \) i.i.d. sequences is between 0.3 \( n^{1/3} \) and \( n^{1/3} \log^2 n \), in particular, establishing its exact growth power.

1 Introduction

Information theory, machine learning, and statistics, are closely related disciplines. One of their main intersection areas is the confluence of universal compression, online learning, and hypothesis testing. We consider two concepts in this overlap. The minimax KL divergence—a fundamental measure for, among other things, how difficult distributions are to compress, predict, and classify, and profiles—a relatively new approach for compression, classification, and property testing over large alphabets. Improving on several previous results, we determine the exact growth power of the KL-divergence minimax of profiles of i.i.d. distributions over any alphabet.

1.1 Minimax KL divergence

As is well known in information theory, the expected number of bits required to compress data \( X \) generated according to a known distribution \( P \) is the distribution’s entropy, \( H(P) = E_P \log 1/P(X) \), and is achieved by encoding \( X \) using roughly \( \log 1/P(X) \) bits. However, in many applications \( P \) is unknown, except that it belongs to a known collection \( \mathcal{P} \) of distributions, for example the collection of all i.i.d., or all Markov distributions. This uncertainty typically raises the number of bits above the entropy and is studied in Universal compression [9, 13]. Any encoding corresponds to some distribution \( Q \) over the encoded symbols. Hence the increase in the expected number of bits used to encode the output of \( P \) is \( E_P \log 1/Q(X) - H(P) = D(P||Q) \), the KL divergence between \( P \) and \( Q \). Typically one is interested in the highest increase for any distribution \( P \in \mathcal{P} \), and finds the encoding that minimizes it. The resulting quantity, called the (expected) redundancy of \( \mathcal{P} \), e.g., [8, Chap. 13], is therefore the KL minimax

\[
\overline{R}(\mathcal{P}) \triangleq \min_Q \max_{P \in \mathcal{P}} D(P||Q).
\]

The same quantity arises in online-learning, e.g., [5, Ch. 9], where the probabilities of random elements \( X_1, \ldots, X_n \) are sequentially estimated. One of the most popular measures for the performance of an estimator \( Q \) is the per-symbol log loss \( \frac{1}{n} \sum_{i=1}^n \log Q(X_i|X^{i-1}) \). As in compression, for underlying distribution \( P \in \mathcal{P} \), the expected log loss is \( E_P \log 1/Q(X) \), and the log-loss regret is \( E_P \log 1/Q(X) - H(P) = D(P||Q) \). The maximal expected regret for any distribution in \( \mathcal{P} \), minimized over all estimators \( Q \) is again the KL minimax, namely, redundancy.
In statistics, redundancy arises in multiple hypothesis testing. Consider the largest number of distributions that can be distinguished from their observations. For example, the largest number of topics distinguishable based on text of a given length. Let \( \mathcal{P} \) be a collection of distributions over a support set \( \mathcal{X} \). As in [18], a sub-collection \( \mathcal{S} \subseteq \mathcal{P} \) of the distributions is \( \epsilon \)-distinguishable if there is a mapping \( f : \mathcal{X} \rightarrow \mathcal{S} \) such that if \( X \) is generated by a distribution \( S \in \mathcal{S} \), then \( P(f(X) \neq S) \leq \epsilon \). Let \( M(\mathcal{P}, \epsilon) \) be the largest number of \( \epsilon \)-distinguishable distributions in \( \mathcal{P} \), and let \( h(\epsilon) \) be the binary entropy function. In Section 4 we show that for all \( \mathcal{P} \),

\[
(1 - \epsilon) \log M(\mathcal{P}, \epsilon) \leq \overline{R}(\mathcal{P}) + h(\epsilon),
\]

and in many cases, like the one considered here, the inequality is close to equality.

Redundancy has many other connections to data compression [27, 28], the minimum-description-length principle [3, 16, 17], sequential prediction [21], and gambling [20]. Because of the fundamental nature of \( \overline{R}(\mathcal{P}) \), and since tight bounds on it often reveal the structure of \( \mathcal{P} \), the value of \( \overline{R}(\mathcal{P}) \) has been studied extensively in all three communities, e.g., the above references as well as [29, 37] and a related minimax in [6].

1.2 Redundancy of i.i.d. distributions

The most extensively studied collections are independently, identically distributed (i.i.d.). For example, for the collection \( \mathcal{I}_n^k \) of length-\( n \) i.i.d. distributions over alphabets of size \( k \), a string of works [7, 10, 11, 28, 33, 35, 36] determined the redundancy up to a diminishing additive term,

\[
\overline{R}(\mathcal{I}_n^k) = \frac{k - 1}{2} \log n + C_k + o(1),
\]

where the constant \( C_k \) was determined exactly in terms of \( k \). For compression this shows that the extra number of bits per symbol required to encode an i.i.d. sequence when the underlying distribution is unknown diminishes to zero as \((k - 1) \log n / (2n)\). For online learning this shows that these distributions can be learned (or approximated) and that this approximation can be done at the above rate. In hypothesis testing this shows that there are roughly \( n^{(k - 1)/2} \) distinguishable i.i.d. distributions of alphabet size \( k \) and length \( n \).

Unfortunately, while \( \overline{R}(\mathcal{I}_n^k) \) increases logarithmically in the sequence length \( n \), it grows linearly in the alphabet size \( k \). For sufficiently large \( k \), this value even exceeds \( n \) itself, showing that general distributions over large alphabets cannot be compressed or learned at a uniform rate over all alphabet sizes, and as the alphabet size increases, progressively larger lengths are needed to achieve a given redundancy, learning rate, or test error.

1.3 Patterns

Partly motivated by redundancy’s fast increase with the alphabet size, a new approach was recently proposed to address compression, estimation, classification, and property testing over large alphabets.

The pattern [25] of a sequence represents the relative order in which its symbols appear. For example, the pattern of abracadabra is 12314151231. A natural method to compress a sequence over a large alphabet is to compress its pattern as well as the dictionary that maps the order to the original symbols. For example, for abracadabra, \( 1 \rightarrow a, 2 \rightarrow b, 3 \rightarrow r, 4 \rightarrow c, 5 \rightarrow d. \)

It can be shown [15, 26] that for all i.i.d. distributions, over any alphabet, even infinitely large, as the sequence length increases, essentially all the entropy lies in the pattern, and practically none is in the dictionary. Hence [25] focused on the redundancy of compressing patterns. They showed, e.g., Subsection 1.5, that the although, as in (2), i.i.d. sequences over large alphabets have arbitrarily high per-symbol redundancy, and although as above patterns contain essentially all the information of long sequences, the per-symbol redundancy of patterns diminishes to zero at a uniform rate independent of the alphabet size.

In online learning, patterns correspond to estimating the probabilities of each observed symbol, and of all unseen ones combined. For example, after observing the sequence dod, with pattern 121, we estimate the probabilities of 1, 2, and 3. The probability we assign to 1 is that of d, the probability we assign to 2 is that of a, and the probability we assign to 3 is the probability of all remaining letters combined. The aforementioned results imply that while distributions over large alphabets cannot be learned with uniformly diminishing per-symbol log loss, if we would like to estimate the probability of each seen element, but combine together the probabilities of all unseen ones, then per symbol log loss diminishes to zero uniformly regardless of the alphabet size.
1.4 Profiles

Improving on existing pattern-redundancy bounds seems easier to accomplish via profiles. Since we consider i.i.d. distributions, the order of the elements in a pattern does not affect its probability. For example, for every distribution $P, P(112) = P(121)$. It is easy to see that the probability of a pattern is determined by the fingerprint [4] or profile [25] of the pattern, the multiset of the number of appearances of the symbols in the pattern. For example, the profile of the pattern 121 is $\{1, 2\}$ and all patterns with this profile, 112, 121, 122 will have the same probability under any distribution $P$. Similarly, the profile of 1213 is $\{1, 1, 2\}$ and all patterns with this profile, 1123, 1213, 1231, 1223, 1232, and 1233, will have the same probability under any distribution.

It is easy to see that since all patterns of a given profile have the same probability, the ratio between the actual and estimated probability of a profile is the same as this ratio for each of its patterns. Hence pattern redundancy is the same as profile redundancy [25]. Therefore from now on we consider only profile redundancy, and begin by defining it more formally.

The multiplicity $\mu(a)$ of a symbol $a$ in a sequence is the number of times it appears. The profile $\Phi(\pi)$ of a sequence $\pi$ is the multiset of multiplicities of all symbols appearing in it [24, 25]. The profile of the sequence is the multiset of multiplicities. For example, the sequence ababede has multiplicities $\mu(a) = \mu(b) = 2, \mu(c) = \mu(d) = \mu(e) = 1$, and profile $\{1, 1, 1, 2, 2\}$. The prevalence $\varphi_{\mu}$ is the number of elements with multiplicity $\mu$.

Let $\Phi^n$ denote the collection of all profiles of length-$n$ sequences. For example, for sequences of length one there is a single element appearing once, hence $\Phi^1 = \{\{1\}\}$, for length two, either one element appears twice, or each of two elements appear once, hence $\Phi^2 = \{\{2\}, \{1, 1\}\}$, similarly $\Phi^3 = \{\{3\}, \{2, 1\}, \{1, 1, 1\}\}$, etc.

We consider the distributions induced on $\Phi^n$ by all discrete i.i.d. distributions over any alphabet. The probability that an i.i.d. distribution $P$ generates an $n$-element sequence $\pi$ is $P(\pi) \overset{def}{=} \prod_{i=1}^{n} P(x_i)$. The probability of a profile $\Phi \in \Phi^n$ is the sum of the probabilities of all sequences of this profile, $P(\Phi) \overset{def}{=} \sum_{\pi: \Phi(\pi) = \Phi} P(\pi)$. For example, if $P$ is $B(2/3)$ over $h$ and $t$, then for $n = 3, P(\{3\}) = P(hhh) + P(ttt) = 1/3, P(\{2, 1\}) = P(hht) + P(ht) + P(hhh) + P(3t)t + P(3h) = 2/3, and P(\{1, 1, 1\}) = 0$ as this $P$ is binary hence at most two symbols can appear. On the other hand, if $P$ is a roll of a fair die, then $P(\{3\}) = 1/6, P(\{2, 1\}) = 5/12, and P(\{1, 1, 1\}) = 5/9$. We let $\mathcal{T}_n = \{P(\pi) : P$ is a discrete i.i.d. distribution$\}$ be the collection of all distributions on $\Phi^n$ induced by any discrete i.i.d. distribution over any alphabet, possibly even infinite.

It is easy to see that any relabeling of the elements in an i.i.d. distribution will leave the profile distribution unchanged, for example, if instead of $h$ and $t$ above, we have a distribution over 0’s and 1’s. Furthermore, profiles are sufficient statistics for every label-invariant property. While many theoretical properties of profiles are known, even calculating the profile probabilities for a given distribution and a profile seems hard [23, 38] in general.

Profile redundancy arises in at least two other machine-learning applications, closeness-testing and classification. In closeness testing [4], we try to determine if two sequences are generated by same or different distributions. In classification, we try to assign a test sequence to one of two training sequences. Joint profiles and quantities related to profile redundancy are used to construct competitive closeness tests and classifiers that perform almost as well as the best possible [1, 2].

Profiles also arise in statistics, in estimating symmetric or label-invariant properties of i.i.d. distributions ([34] and references therein). For example the support size, entropy, moments, or number of heavy hitters. All these properties depend only on the multiset of probability values in the distribution. For example, the entropy of the distribution $p(\text{heads}) = .6, p(\text{tails}) = .4$, depends only on the probability multiset $\{.6, .4\}$. For all these properties, profiles are a sufficient statistic.

1.5 Previous Results

As patterns and profiles have the same redundancy, we describe the results for profiles.

Instead of the expected redundancy $\hat{R}(\mathcal{T}_n)$ that reflects the increase in the expected number of bits, [25] bounded the more stringent but closely-related worst-case redundancy, $\hat{R}(\mathcal{T}_n^w)$, reflecting the increase in the worst-case number of bits, namely over all sequences. Using bounds [19] on the partition function, they showed that

$$\Omega(n^{1/3}) \leq \hat{R}(\mathcal{T}_n^w) \leq \left(\pi \sqrt{\frac{2}{3}}\right) n^{1/2}.$$
These bounds do not involve the alphabet size, hence show that unlike the sequences themselves, patterns (whose redundancy equals that of profiles), though containing essentially all the information of the sequence, can be compressed and learned with redundancy and log-loss diminishing as $n^{-1/2}$, uniformly over all alphabet sizes.

Note however that by contrast to i.i.d. distributions, where the redundancy (2) was determined up to a diminishing additive constant, here not even the power was known. Consequently several papers considered improvements of these bounds, mostly for expected redundancy, the minimax KL divergence.

Since expected redundancy is at most the worst-case redundancy, the upper bound applies also for expected redundancy. Subsequently [31] described a partial proof-outline that could potentially show the following tighter upper bound on expected redundancy, and [14] proved the following lower bound, strengthening one in [32],

$$1.84 \left( \frac{n}{\log n} \right)^{1/3} \leq \overline{R}(I_{\Phi}^n) \leq n^{0.4}. \quad (3)$$

1.6 New results

In Theorem 15 we use error-correcting codes to exhibit a larger class of distinguishable distributions in $I_{\Phi}^n$ than was known before, thereby removing the $\log n$ factor from the lower bound in (3). In Theorem 11 we demonstrate a small number of distributions such that every distribution in $I_{\Phi}^n$ is within a small KL divergence from one of them, thereby reducing the upper bound to have the same power as the lower bound. Combining these results we obtain,

$$0.3 \cdot n^{1/3} \leq (1 - \epsilon) \log M(I_{\Phi}^n, \epsilon) \leq \overline{R}(I_{\Phi}^n) \leq n^{1/3} \log^2 n. \quad (4)$$

These results close the power gap between the upper and lower bounds that existed in the literature. They show that when a pattern is compressed or a sequence is estimated (with all unseen elements combined into new), the per-symbol redundancy and log-loss decrease to 0 uniformly over all distributions faster than $\log^2 n/n^{2/3}$, a rate that is optimal up to a $\log^2 n$ factor. They also show that for length-$n$ profiles, the redundancy $\overline{R}(I_{\Phi}^n)$ is essentially the logarithm $\log M(I_{\Phi}^n, \epsilon)$ of the number of distinguishable distributions.

1.7 Outline

In the next section we describe properties of Poisson sampling and redundancy that will be used later in the paper. In Section 3 we establish the upper bound and in Section 4, the lower bound. Most of the proofs are provided in the Appendix.

2 Preliminaries

We describe some techniques and results used in the proofs.

2.1 Poisson sampling

When a distribution is sampled i.i.d. exactly $n$ times, the multiplicities are dependent, complicating the analysis of many properties. A standard approach [22] to overcome the dependence is to sample a random $\text{poi}(n)$ times, the Poisson distribution with parameter $n$, resulting in sequences of random length near close to $n$. We let $\text{poi}(\lambda, \mu) \overset{\text{def}}{=} e^{-\lambda \mu} / \mu!$ denote the probability that a $\text{poi}(\lambda)$ random variable attains the value $\mu$.

The following basic properties of Poisson sampling help simplify the analysis and relate it to fixed-length sampling.

Lemma 1. If a discrete i.i.d. distribution is sampled $\text{poi}(n)$ times then: (1) the number of appearances of different symbols are independent; (2) a symbol with probability $p$ appears $\text{poi}(np)$ times; (3) for any fixed $n_0$, conditioned on the length $\text{poi}(n) \geq n_0$, the first $n_0$ elements are distributed identically to sampling $P$ exactly $n_0$ times.

We now express profile probabilities and redundancy under Poisson sampling. As we saw, the probability of a profile is determined by just the multiset of probability value and the symbol labels are irrelevant. For convenience, we assume that the distribution is over the positive integers, and we replace the distribution parameters $\{p_i\}$ by the Poisson parameters $\{np_i\}$. For a distribution $P = \{p_1, p_2, \ldots\}$, let $\lambda_i \overset{\text{def}}{=} np_i$, and $\Lambda = \{\lambda_1, \lambda_2, \ldots\}$. The profile generated
by this distribution is a multiset $\mathcal{P} = \{\mu_1, \mu_2, \ldots\}$, where each $\mu_i$ generated independently according to $\text{poi}(\lambda_i)$. The probability that $\Lambda$ generates $\mathcal{P}$ is $[1, 25]$, 

$$\Lambda(\mathcal{P}) = \frac{1}{\prod_{\mu=0}^n \varphi_{\mu}! \sum \prod \text{poi}(\lambda_{\sigma(i)}, \mu_i).}$$

(5)

where the summation is over all permutations of the support set.

For example, for $\Lambda = \{\lambda_1, \lambda_2, \lambda_3\}$, the profile $\mathcal{P} = \{2, 2, 3\}$ can be generated by specifying which element appears three times. This is reflected by the $\varphi_2$! in the denominator, and each of the repeated terms in the numerator are counted only once.

Similar to $I_{\Phi}^n$, we use $I_{\Phi}^{\text{poi}(n)}$ to denote the class of distributions induced on $\Phi^* \triangleq \Phi^0 \cup \Phi^1 \cup \Phi^2 \cup \ldots$ when sequences of length $\text{poi}(n)$ are generated i.i.d.. It is easy to see that a distribution in $I_{\Phi}^{\text{poi}(n)}$ is a collection of $\lambda_i$’s summing to $n$.

The redundancy $\bar{R}(I_{\Phi}^{\text{poi}(n)})$, and $\epsilon$-distinguishability $M(I_{\Phi}^{\text{poi}(n)}, \epsilon)$ are defined as before. The following lemma shows that bounding $M(I_{\Phi}^{\text{poi}(n)}, \epsilon)$ and $\bar{R}(I_{\Phi}^{\text{poi}(n)})$ is sufficient to bound $\bar{R}(I_{\Phi}^n)$.

**Lemma 2.** For any fixed $\epsilon > 0$,

$$(1 - o(1))\bar{R}(I_{\Phi}^{n - \sqrt{n\log n}}) \leq \bar{R}(I_{\Phi}^{\text{poi}(n)}) \quad \text{and} \quad M(I_{\Phi}^{\text{poi}(n)}, \epsilon) \leq M(I_{\Phi}^{n + \sqrt{n\log n}}, 2\epsilon).$$

**Proof Sketch.** It is easy to show that $\bar{R}(I_{\Phi}^n)$ and $M(I_{\Phi}^n, \epsilon)$ are non-decreasing in $n$. Combining this with the fact that the probability that $\text{poi}(n)$ is less than $n - \sqrt{n\log n}$ or greater than $n + \sqrt{n\log n}$ goes to 0 yields the bounds. ■

Finally, the next lemma, proved in the Appendix, provides a simple formula for cross expectations of Poisson distributions.

**Lemma 3.** For any $\lambda_0, \lambda_1, \lambda_2 > 0$,

$$\mathbb{E}_{\mu \sim \text{poi}(\lambda_1)} \left[ \frac{\text{poi}(\lambda_2, \mu)}{\text{poi}(\lambda_0, \mu)} \right] = \exp \left( \frac{(\lambda_1 - \lambda_0)(\lambda_2 - \lambda_0)}{\lambda_0} \right).$$

### 2.2 Redundancy

We state some basic properties of redundancy.

For a distribution $P$ over $\mathcal{A}$ and a function $f : \mathcal{A} \to \mathcal{B}$, let $f(P)$ be the distribution over $\mathcal{B}$ that assigns to $b \in \mathcal{B}$ the probability $P(f^{-1}(b))$. Similarly, for a collection $\mathcal{P}$ of distributions over $\mathcal{A}$, let $f(\mathcal{P}) = \{f(P) : P \in \mathcal{P}\}$. The convexity of KL-divergence shows that $D(f(P)||f(Q)) \leq D(P||Q)$, and can be used to show

**Lemma 4 (Function Redundancy).** $\bar{R}(f(P)) \leq \bar{R}(P)$.

For a collection $\mathcal{P}$ of distributions over $\mathcal{A} \times \mathcal{B}$, let $\mathcal{P}_A$ and $\mathcal{P}_B$ be the collection of marginal distributions over $\mathcal{A}$ and $\mathcal{B}$, respectively. In general, $\bar{R}(\mathcal{P})$ can be larger or smaller than $\bar{R}(\mathcal{P}_A) + \bar{R}(\mathcal{P}_B)$. However, when $\mathcal{P}$ consists of product distributions, namely $P(a, b) = P_A(a) \cdot P_B(b)$, the redundancy of the product is at most the sum of the marginal redundancies. The proof is given in the Appendix.

**Lemma 5 (Redundancy of products).** If $\mathcal{P}$ be a collection of product distributions over $\mathcal{A} \times \mathcal{B}$, then $\bar{R}(\mathcal{P}) \leq \bar{R}(\mathcal{P}_A) + \bar{R}(\mathcal{P}_B)$.

For a prefix-free code $C : \mathcal{A} \to \{0, 1\}^*$, let $\mathbb{E}_P[|C|]$ be the expected length of $C$ under distribution $P$. Redundancy is the extra number of bits above the entropy needed to encode the output of any distribution in $\mathcal{P}$. Hence,

**Lemma 6.** For every prefix-free code $C$, $\bar{R}(\mathcal{P}) \leq \max_{P \in \mathcal{P}} \mathbb{E}_P[|C|]$.

**Lemma 7 (Redundancy of unions).** If $\mathcal{P}_1, \ldots, \mathcal{P}_T$ are distribution collections, then

$$\bar{R} \left( \bigcup_{1 \leq i \leq k} \mathcal{P}_i \right) \leq \max_{1 \leq i \leq T} \bar{R}(\mathcal{P}_i) + \log T.$$
3 Upper bound

A distribution in $\Lambda \in \mathcal{I}_{\Phi}$ is a multiset of $\Lambda$’s adding to $n$. For any such distribution, let

$$\Lambda_{\text{low}} = \{\lambda \in \Lambda : \lambda \leq n^{1/3}\}, \Lambda_{\text{med}} = \{\lambda \in \Lambda : n^{1/3} < \lambda \leq n^{2/3}\}, \Lambda_{\text{high}} = \{\lambda \in \Lambda : \lambda > n^{2/3}\},$$

and let $\mathcal{P}_{\text{low}}, \mathcal{P}_{\text{med}}, \mathcal{P}_{\text{high}}$ denote the corresponding profile each subset generates. Then $\mathcal{P} = \mathcal{P}_{\text{low}} \cup \mathcal{P}_{\text{med}} \cup \mathcal{P}_{\text{high}}$. Let $\mathcal{I}_{\mathcal{P}_{\text{low}}} = \{\Lambda_{\text{low}} : \Lambda \in \mathcal{I}_{\Phi}\}$ be the collection of all $\Lambda_{\text{low}}$. Note that $n$ is implicit here and in the rest of the paper. A distribution in $\mathcal{I}_{\mathcal{P}_{\text{low}}}$ is a multiset of $\Lambda$’s such that each is $\leq n^{1/3}$ and they sum to either $n$ or to $n - n^{1/3}$. $\mathcal{I}_{\mathcal{P}_{\text{med}}}$ and $\mathcal{I}_{\mathcal{P}_{\text{high}}}$ are defined similarly.

$\mathcal{P}$ is determined by the triple $(\mathcal{P}_{\text{low}}, \mathcal{P}_{\text{med}}, \mathcal{P}_{\text{high}})$, and by Poisson sampling, $\mathcal{P}_{\text{low}}, \mathcal{P}_{\text{med}}$ and $\mathcal{P}_{\text{high}}$ are independent. Hence by Lemmas 4 and 5,

$$\mathcal{R}(\mathcal{I}_{\mathcal{P}}) \leq \mathcal{R}(\mathcal{I}_{\mathcal{P}_{\text{low}}} + \mathcal{I}_{\mathcal{P}_{\text{med}}} + \mathcal{I}_{\mathcal{P}_{\text{high}}}).$$

In Subsection 3.1 we show that $\mathcal{I}_{\mathcal{P}_{\text{low}}} < 4n^{1/3} \log n$ and $\mathcal{I}_{\mathcal{P}_{\text{high}}} < 4n^{1/3} \log n$. In Subsection 3.2 we show that $\mathcal{I}_{\mathcal{P}_{\text{med}}} < \frac{1}{2} n^{1/3} \log^2 n$.

In the next two subsections we elaborate on the overview and sketch some proof details.

3.1 Bounds on $\mathcal{R}(\mathcal{I}_{\mathcal{P}_{\text{low}}})$ and $\mathcal{R}(\mathcal{I}_{\mathcal{P}_{\text{high}}})$

Elias Codes [12] are prefix-free codes that encode a positive integer $n$ using at most $\log n + \log(\log n + 1) + 1$ bits. We use Elias codes and design explicit coding schemes for distributions in $\mathcal{I}_{\mathcal{P}_{\text{low}}}$ and $\mathcal{I}_{\mathcal{P}_{\text{high}}}$, and prove the following result.

**Lemma 8.** $\mathcal{R}(\mathcal{I}_{\mathcal{P}_{\text{low}}}) < 4n^{1/3} \log n$, and $\mathcal{R}(\mathcal{I}_{\mathcal{P}_{\text{high}}}) < 2n^{1/3} \log n$.

**Proof.** Any distribution $\Lambda_{\text{high}} \in \mathcal{I}_{\mathcal{P}_{\text{high}}}$ consists of $\Lambda$’s that are $>n^{2/3}$ and add to $\leq n$. Hence $|\Lambda_{\text{high}}|$ is $<n^{1/3}$, and so is the number of multiplicities in $\mathcal{P}_{\text{high}}$. Each multiplicity is a po($\lambda$) random variable, and is encoded separately using Elias code. For example, the profile $\{100, 100, 200, 250, 500\}$ is encoded by coding the sequence 100, 100, 200, 250, 500 all using Elias scheme. For $\lambda > 10$, the number of bits needed to encode a po($\lambda$) random variable using Elias codes can be shown to be at most $2 \log \lambda$. The expected code-length is at most $n^{1/3} \cdot 2 \log n$. Applying Lemma 6 gives $\mathcal{R}(\mathcal{I}_{\mathcal{P}_{\text{high}}}) < 2n^{1/3} \log n$.

A distribution $\Lambda_{\text{low}} \in \mathcal{I}_{\mathcal{P}_{\text{low}}}$ consists of $\Lambda$’s less that $<n^{1/3}$ and sum at most $n$. We encode distinct multiplicities along with their prevalences, using two integers for each distinct multiplicity. For example, $\mathcal{P} = \{1, 1, 1, 1, 2, 2, 5\}$ is coded as $1, 5, 2, 3, 5, 1$. Using Poisson tail bounds, we bound the largest multiplicity in $\mathcal{P}_{\text{low}}$, and use arguments similar to $\mathcal{I}_{\mathcal{P}_{\text{high}}}$ to obtain $\mathcal{R}(\mathcal{I}_{\mathcal{P}_{\text{low}}}) < 4n^{1/3} \log n$.

3.2 Bound on $\mathcal{R}(\mathcal{I}_{\mathcal{P}_{\text{med}}})$

We partition the interval $(n^{1/3}, n^{2/3}]$ into $B = n^{1/3}$ bins. For each distribution in $\mathcal{I}_{\mathcal{P}_{\text{med}}}$, we divide the $\Lambda$’s in it according to these bins. We show that within each interval, there is a uniform distribution such that the KL divergence between the underlying distribution and the induced uniform distribution is small. We then show that the number of uniform distributions needed is at most $\exp(n^{1/3} \log n)$. We expand on these ideas and bound $\mathcal{R}(\mathcal{I}_{\mathcal{P}_{\text{med}}})$.

We partition $\mathcal{I}_{\mathcal{P}_{\text{med}}}$ into $T \leq \exp(n^{1/3} \log n)$ classes, upper bound the redundancy of each class, and then invoke Lemma 7 to obtain an upper bound on $\mathcal{R}(\mathcal{I}_{\mathcal{P}_{\text{med}}})$. A distribution $\Lambda = \{\lambda_1, \lambda_2, \ldots, \lambda_r\} \in \mathcal{I}_{\mathcal{P}_{\text{med}}}$ is such that $\lambda_i \in [n^{1/3}, n^{2/3}]$ and $\sum_{i=1}^r \lambda_i \leq n$.

Consider any partition of $(n^{1/3}, n^{2/3}]$ into $B = n^{1/3}$ consecutive intervals $I_1, I_2, \ldots, I_B$ of lengths $\Delta_1, \Delta_2, \ldots, \Delta_B$. For each distribution $\Lambda \in \mathcal{I}_{\mathcal{P}_{\text{med}}}$, let $\Lambda_j = \{\lambda_j : l = 1, 2, \ldots, m_j\} \in \{\lambda : \lambda \in \Lambda \cap I_j\}$ be the set of elements of $\Lambda$ in $I_j$ where $m_j \equiv m_j(\Lambda) \in |\Lambda_j|$ is the number of elements of $\Lambda$ in $I_j$. Let

$$\tau(\Lambda) \equiv (m_1, m_2, \ldots, m_B)$$
be the $B$--tuple of the counts of $\lambda$’s in each interval.

For example, if $n = 1000$, then $n^{1/3} = 10$ and $n^{2/3} = 100$. For simplicity, we choose $B = 3$ instead of $n^{1/3}$ and $\Delta_1 = 10$, $\Delta_2 = 30$, $\Delta_3 = 50$, so the intervals are $I_1 = (10, 20], I_2 = (20, 50], I_3 = (50, 100]$. Suppose, $\Lambda = \{12, 15, 25, 35, 32, 43, 46, 73\}$, then $\Lambda_1 = \{12, 15\}$, $\Lambda_2 = \{25, 35, 32, 43, 46\}$, $\Lambda_3 = \{73\}$ and $\tau(\Lambda) = (m_1, m_2, m_3) = (2, 5, 1)$.

We partition $I_{\tau_{\text{med}}}$, such that two distributions $\Lambda$ and $\Lambda'$ are in the same class if and only if $\tau(\Lambda) = \tau(\Lambda')$. Thus each class of distributions is characterized by a $B$-tuple of integers $\tau = (m_1, m_2, \ldots, m_B)$ and let $I_{\tau}$ denote this class. Let $T \overset{\text{def}}{=} |T(\Sigma)|$ be the set of all possible different $\tau$ (such that $I_{\tau}$ is non-empty), and $T = |T|$ be the number of classes.

We first bound $T$ below. Observe that for any $\Lambda \in I_{\tau_{\text{med}}}$, and any $j$, we have $m_j < n^{2/3}$, otherwise $\sum_{\lambda \in \Lambda} \lambda > m_j \cdot n^{1/3} = n$. So, each $m_j$ in $\tau$ can take at most $n^{2/3} < n$ values. So, $T < (n^{2/3})^B < n^{n/3} = \exp(n^{1/3} \log n)$.

For any choice of $\Sigma$, let $\lambda_j \overset{\text{def}}{=} n^{1/3} + \sum_{i=1}^{j-1} \Delta_i$ be the left end point of the interval $I_j$ for $j = 1, 2, \ldots, B$. We upper bound $R(I_{\tau})$ of any particular class $\tau = (m_1, m_2, \ldots, m_B)$ in the following result.

**Lemma 9.** For all choices of $\Sigma = (\Delta_1, \ldots, \Delta_B)$, and all classes $I_{\tau}$ such that $\tau = (m_1, \ldots, m_B) \in T(\Sigma)$, 

$$R(I_{\tau}) \leq \sum_{j=1}^{B} m_j \Delta_j^2 / \lambda_j.$$ 

**Proof Sketch.** For any choice of $\Sigma$, $\tau = (m_1, \ldots, m_B) \in T(\Sigma)$, we show a distribution $\Lambda^* \in I_{\tau}$ such that for all $\Lambda \in I_{\tau}$, $D(\Lambda || \Lambda^*) \leq \sum_{j=1}^{B} m_j \Delta_j^2 / \lambda_j$. Recall that for $\Lambda \in I_{\tau}$, $\Lambda_j$ is the set of elements of $\Lambda$ in $I_j$. Let $\overline{\varphi}_j$ be the profile generated by $\Lambda_j$. Then, $\overline{\varphi}_{\text{med}} = \overline{\varphi}_1 \cup \ldots \cup \overline{\varphi}_B$. The distribution $\Lambda^*$ is chosen to be of the form $\{\lambda_1^* \times m_1, \lambda_2^* \times m_2, \ldots, \lambda_B^* \times m_B\}$, i.e., each $\lambda_j^*$ is uniform. The result follows from Lemma 3, and the details are in the Appendix. 

We now prove that $R(I_{\tau_{\text{med}}}) < \frac{1}{2} n^{1/3} \log^2 n$.

By Lemma 7 it suffices to bound $R(I_{\tau})$. From Theorem 9 it follows that the choice of $\Sigma$ determines the bound on $R(I_{\tau})$. A solution to the following optimization problem yields a bound:

$$\min_{\Sigma} \max_{\tau} \sum_{j=1}^{B} m_j \Delta_j^2 / \lambda_j, \text{ subject to } \sum_{j=1}^{B} m_j \lambda_j \leq n.$$ 

Instead of minimizing over all partitions, we choose the endpoints of the intervals as a geometric series as a bound for the expression. The left-end point of $I_j$ is $\lambda_j$, so $\lambda_1 = n^{1/3}$. We let $\lambda_{j+1} = \lambda_j (1 + c)$. The constant $c$ is chosen to ensure that $\lambda_1 (1+c)^B = n^{1/3}(1+c)^{n^{2/3}} = n^{2/3}$, the right-end point of $I_B$. This yields, $c < 2 \log(1+c) = 2 \log(n^{1/3}) / n^{1/3}$. Now, $\Delta_j = \lambda_{j+1} - \lambda_j = c \lambda_j$, so $\Delta_j^2 / \lambda_j = c^2 \lambda_j$. This translates the objective function to the constraint, and is in fact the optimal intervals for the optimization problem (details omitted). Using this, for any $\tau = (m_1, \ldots, m_B) \in T(\Sigma)$,

$$\sum_{j=1}^{B} m_j \Delta_j^2 / \lambda_j = c^2 \sum_{j=1}^{B} m_j \lambda_j \leq c^2 n < \left( \frac{2 \log(n^{1/3})}{n^{1/3}} \right)^2 n = \frac{4}{9} n^{1/3} \log^2 n.$$ 

This, along with Lemma 7 gives the following Corollary for sufficiently large $n$.

**Corollary 10.** For large $n$, $R(I_{\tau_{\text{med}}}) < \frac{1}{2} \cdot n^{1/3} \log^2 n$.

Combining Lemma 8 with this result yields,

**Theorem 11.** For sufficiently large $n$,

$$R(I_{\phi}) \leq n^{1/3} \log^2 n.$$
4 Lower bound

We use error-correcting codes to construct a collection of \(2^{0.3n^{1/3}}\) distinguishable distributions, improving by a logarithmic factor the bound in [14, 31].

The convexity of KL-divergence can be used to show

**Lemma 12.** Let \(P\) and \(Q\) be distributions on \(A\). Suppose \(A_1 \subset A\) be such that \(P(A_1) \geq 1 - \epsilon > 1/2\), \(Q(A_1) \leq \delta < 1/2\). Then, \(D(P||Q) \geq (1 - \epsilon) \log \left(\frac{1}{\epsilon}\right) - h(\epsilon)\).

We use this result to show that \((1 - \epsilon) \log M(\mathcal{P}, \epsilon) \leq \overline{R}(\mathcal{P})\). Recall that for \(\mathcal{P}\) over \(A\), \(M \overset{\text{def}}{=} M(\mathcal{P}, \epsilon)\) is the largest number of \(\epsilon\)-distinguishable distributions in \(\mathcal{P}\). Let \(P_1, P_2, \ldots, P_M\) in \(\mathcal{P}\) and \(A_1, A_2, \ldots, A_M\) be a partition of \(A\) such that \(P_j(A_j) \geq 1 - \epsilon\). Let \(Q_0\) be the distribution such that, \(\overline{R}(\mathcal{P}) = \sup_{P \in \mathcal{P}} D(P||Q_0)\). Since \(\sum_{j=1}^M Q_0(A_j) = 1\), \(Q_0(A_m) < \frac{1}{M}\) for some \(m \in \{1, \ldots, M\}\). Also, \(P_m(A_m) \geq 1 - \epsilon\). Plugging in \(P = P_m\), \(Q = Q_0\), \(A_1 = A_m\), and \(\delta = 1/M\) in the Lemma 12,

\[
\overline{R}(\mathcal{P}) \geq D(P_m||Q_0) \geq (1 - \epsilon) \log (M(\mathcal{P}, \epsilon)) - h(\epsilon).
\]

We now describe the class of distinguishable distributions. Fix \(C > 0\). Let \(\lambda_i^* \overset{\text{def}}{=} Ci^2\), \(K \overset{\text{def}}{=} [\lambda(C)C/3]^{1/3}\), and \(S^* \overset{\text{def}}{=} \{\lambda_i^* : 1 \leq i \leq K\}\). \(K\) is chosen so that sum of elements in \(S^*\) is at most \(n\). Let \(\pi = x_1x_2\ldots x_K\) be a binary string and

\[
\Lambda_\pi \overset{\text{def}}{=} \{\lambda_i^* : x_i = 1\} \cup \{n - \sum \lambda_i^* x_i\}.
\]

The distribution contains \(\lambda_i^*\) whenever \(x_i = 1\), and the last element ensures that the elements add up to \(n\). A **binary code** of length \(k\) and minimum distance \(d_{\text{min}}\) is a collection of \(k\)-length binary strings with Hamming distance between any two strings is at least \(d_{\text{min}}\). The size of the code is the number of elements (codewords) in it. The following shows the existence of codes with a specified minimum distance and size.

**Lemma 13 ([30]).** Let \(\frac{1}{2} > \alpha > 0\). There exists a code with \(d_{\text{min}} \geq \alpha k\) and size \(\geq 2^{k(1-h(\alpha) - o(1))}\).

Let \(C\) be a code satisfying Lemma 13 for \(k = K\) and let \(\mathcal{L} = \{\Lambda_\pi : \pi \in C\}\) be the set of distributions generated by using the strings in \(C\). The following result shows that distributions in \(\mathcal{L}\) are distinguishable and is proved in Appendix B.

**Lemma 14.** The set \(\mathcal{L}\) is \(\frac{2e^{-C/4}}{\alpha}\)-distinguishable.

Plugging \(\alpha = 5 \times 10^{-5}\) and \(C = 60\), then Lemma 13 and Equation (1) yields,

**Theorem 15.** For sufficiently large \(n\),

\[
0.3 \cdot n^{1/3} \leq \overline{R}(T_\mathcal{L}).
\]
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