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Abstract

Policy gradient is a useful model-free reinforcement learning approach, but it tends to suffer from instability of gradient estimates. In this paper, we analyze and improve the stability of policy gradient methods. We first prove that the variance of gradient estimates in the PGPE (policy gradients with parameter-based exploration) method is smaller than that of the classical REINFORCE method under a mild assumption. We then derive the optimal baseline for PGPE, which contributes to further reducing the variance. We also theoretically show that PGPE with the optimal baseline is more preferable than REINFORCE with the optimal baseline in terms of the variance of gradient estimates. Finally, we demonstrate the usefulness of the improved PGPE method through experiments.

1 Introduction

The goal of reinforcement learning (RL) is to find an optimal decision-making policy that maximizes the return (i.e., the sum of discounted rewards) through interaction with an unknown environment [13]. Model-free RL is a flexible framework in which decision-making policies are directly learned without going through explicit modeling of the environment. Policy iteration and policy search are two popular formulations of model-free RL.

In the policy iteration approach [6], the value function is first estimated and then policies are determined based on the learned value function. Policy iteration was demonstrated to work well in many real-world applications, especially in problems with discrete states and actions [14, 17, 1]. Although policy iteration can naturally deal with continuous states by function approximation [8], continuous actions are hard to handle due to the difficulty of finding maximizers of value functions with respect to actions. Moreover, since policies are indirectly determined via value function approximation, misspecification of value function models can lead to inappropriate policies even in very simple problems [15, 2]. Another limitation of policy iteration especially in physical control tasks is that control policies can vary drastically in each iteration. This causes severe instability in the physical system and thus is not favorable in practice.

Policy search is another approach to model-free RL that can overcome the limitations of policy iteration [18, 4, 7]. In the policy search approach, control policies are directly learned so that the return is maximized, for example, via a gradient method (called the REINFORCE method) [18], an EM algorithm [4], and a natural gradient method [7]. Among them, the gradient-based method is particularly useful in physical control tasks since policies are changed gradually. This ensures the stability of the physical system.

However, since the REINFORCE method tends to have a large variance in the estimation of the gradient directions, its naive implementation converges slowly [9, 10, 12]. Subtraction of the optimal baseline [16, 5] can ease this problem to some extent, but the variance of gradient estimates is still large. Furthermore, the performance heavily depends on the choice of an initial policy, and appropriate initialization is not straightforward in practice.
2.1 Problem Formulation

In this section, we review policy gradient methods. More specifically, we first give bounds of the gradient estimates of the REINFORCE and PGPE methods. Our theoretical analysis shows that gradient estimates for PGPE have smaller variance than those for REINFORCE under a mild condition. We then show that the moving-average baseline for PGPE adopted in the original paper [12] has excess variance; we give the optimal baseline for PGPE that minimizes the variance, following the line of [16, 5]. We further theoretically show that PGPE with the optimal baseline is more preferable than REINFORCE with the optimal baseline in terms of the variance of gradient estimates. Finally, the usefulness of the improved PGPE method is demonstrated through experiments.

2 Policy Gradients for Reinforcement Learning

In this section, we review policy gradient methods.

2.1 Problem Formulation

Let us consider a Markov decision problem specified by \((S, A, P_T, P_I, r, \gamma)\), where \(S\) is a set of \(\ell\)-dimensional continuous states, \(A\) is a set of continuous actions, \(P_T(s', s, a)\) is the transition probability density from current state \(s\) to next state \(s'\) when action \(a\) is taken, \(P_I(s)\) is the probability of initial states, \(r(s, a, s')\) is an immediate reward for transition from \(s\) to \(s'\) by taking action \(a\), and \(0 < \gamma < 1\) is the discount factor for future rewards. Let \(p(a|s, \theta)\) be a stochastic policy with parameter \(\theta\), which represents the conditional probability density of taking action \(a\) in state \(s\).

Let \(h = [s_1, a_1, \ldots, s_T, a_T]\) be a trajectory of length \(T\). Then the return (i.e., the discounted sum of future rewards) along \(h\) is given by

\[
R(h) := \sum_{t=1}^{T} \gamma^{t-1} r(s_t, a_t, s_{t+1}).
\]

The expected return for parameter \(\theta\) is defined by

\[
J(\theta) := \int p(h|\theta) R(h) \, dh, \quad \text{where} \quad p(h|\theta) = p(s_1) \prod_{t=1}^{T} p(s_{t+1}|s_t, a_t)p(a_t|s_t, \theta).
\]

The goal of reinforcement learning is to find the optimal policy parameter \(\theta^*\) that maximizes the expected return \(J(\theta)\):

\[
\theta^* := \arg \max J(\theta).
\]

2.2 Review of the REINFORCE Algorithm

In the REINFORCE algorithm [18], the policy parameter \(\theta\) is updated via gradient ascent:

\[
\theta \leftarrow \theta + \epsilon \nabla_{\theta} J(\theta),
\]

where \(\epsilon\) is a small positive constant. The gradient \(\nabla_{\theta} J(\theta)\) is given by

\[
\nabla_{\theta} J(\theta) = \int \nabla_{\theta} p(h|\theta) R(h) \, dh = \int p(h|\theta) \nabla_{\theta} \log p(h|\theta) R(h) \, dh
\]

\[
= \int p(h|\theta) \sum_{t=1}^{T} \nabla_{\theta} \log p(a_t|s_t, \theta) R(h) \, dh,
\]

where we used the so-called ‘log trick’: \(\nabla_{\theta} p(h|\theta) = p(h|\theta) \nabla_{\theta} \log p(h|\theta)\). Since \(p(h|\theta)\) is unknown, the expectation is approximated by the empirical average:

\[
\nabla_{\theta} \hat{J}(\theta) = \frac{1}{N} \sum_{n=1}^{N} \sum_{t=1}^{T} \nabla_{\theta} \log p(a_t^{n}|s_t^{n}, \theta) R(h^{n}),
\]

where \(h^n := [s_1^n, a_1^n, \ldots, s_T^n, a_T^n]\) is a roll-out sample.
Let us employ the Gaussian policy model with parameter \( \theta = (\mu, \sigma) \), where \( \mu \) is the mean vector and \( \sigma \) is the standard deviation:

\[
p(a|s, \theta) = \frac{1}{\sigma \sqrt{2\pi}} \exp \left( -\frac{(a-\mu)^2}{2\sigma^2} \right).
\]

Then the policy gradients are explicitly given as

\[
\nabla_{\mu} \log p(a|s, \theta) = \frac{a-\mu}{\sigma^2} s \quad \text{and} \quad \nabla_{\sigma} \log p(a|s, \theta) = \frac{(a-\mu)^2 - \sigma^2}{\sigma^3}.
\]

A drawback of REINFORCE is that the variance of the above policy gradients is large [10, 11], which leads to slow convergence.

### 2.3 Review of the PGPE Algorithm

One of the reasons for large variance of policy gradients in the REINFORCE algorithm is that the empirical average is taken at each time step, which is caused by stochasticity of policies.

In order to mitigate this problem, another method called policy gradients with parameter-based exploration (PGPE) was proposed recently [11]. In PGPE, a linear deterministic policy,

\[
\pi(a|s, \theta) = \theta^\top s,
\]

is adopted, and stochasticity is introduced by considering a prior distribution over policy parameter \( \theta \) with hyper-parameter \( \rho \). Since entire history \( h \) is solely determined by a single sample of parameter \( \theta \) in this formulation, it is expected that the variance of gradient estimates can be reduced.

The expected return for hyper-parameter \( \rho \) is expressed as

\[
J(\rho) = \int \int p(h|\theta)p(\theta|\rho)R(h)dhd\theta.
\]

Differentiating this with respect to \( \rho \), we have

\[
\nabla_{\rho} J(\rho) = \int \int p(h|\theta) \nabla_{\rho} p(\theta|\rho) R(h) dh d\theta = \int \int p(h|\theta) p(\theta|\rho) \nabla_{\rho} \log p(\theta|\rho) R(h) dh d\theta,
\]

where the log trick for \( \nabla_{\rho} p(\theta|\rho) \) is used. We then approximate the expectation over \( h \) and \( \theta \) by the empirical average:

\[
\nabla_{\rho} J(\rho) \approx \frac{1}{N} \sum_{n=1}^{N} \nabla_{\rho} \log p(\theta^n|\rho) R(h^n),
\]

where each trajectory sample \( h^n \) is drawn from \( p(h|\theta^n) \) and the parameter \( \theta^n \) is drawn from \( p(\theta^n|\rho) \).

Let us employ the Gaussian prior distribution with hyper-parameter \( \rho = (\eta, \tau) \) to draw parameter vector \( \theta \), where \( \eta \) is the mean vector and \( \tau \) is the vector consisting of the standard deviation in each element:

\[
p(\theta_i|\rho_i) = \frac{1}{\tau_i \sqrt{2\pi}} \exp \left( -\frac{\eta_i}{\tau_i^2} \right).
\]

Then the derivative of \( \log p(\theta|\rho) \) with respect to \( \eta_i \) and \( \tau_i \) are given as follows:

\[
\nabla_{\eta_i} \log p(\theta|\rho) = \frac{\theta_i - \eta_i}{\tau_i^2} \quad \text{and} \quad \nabla_{\tau_i} \log p(\theta|\rho) = \frac{(\theta_i - \eta_i)^2 - \tau_i^2}{\tau_i^3}.
\]

### 3 Variance of Gradient Estimates

In this section, we theoretically investigate the variance of gradient estimates in REINFORCE and PGPE.

For multi-dimensional state space, we consider the trace of the covariance matrix of gradient vectors. That is, for a random vector \( A = (A_1, \ldots, A_\ell)^\top \), we define

\[
\text{Var}(A) = \text{tr} \left( \mathbb{E}[(A - \mathbb{E}[A])(A - \mathbb{E}[A])^\top] \right) = \sum_{m=1}^{\ell} \mathbb{E} \left( (A_m - \mathbb{E}[A_m])^2 \right),
\]

where \( \mathbb{E} \) denotes the expectation. Let \( B = \sum_{i=1}^{\ell} \tau_i^{-2} \), where \( \ell \) is the dimensionality of state \( s \).

Below, we consider a subset of the following assumptions:
Assumption (A): \( r(s,a,s') \in [-\beta, \beta] \) for \( \beta > 0 \).

Assumption (B): \( r(s,a,s') \in [\alpha, \beta] \) for \( 0 < \alpha < \beta \).

Assumption (C): For \( \delta > 0 \), there exist two series \( \{c_t\}_{t=1}^T \) and \( \{d_t\}_{t=1}^T \) such that \( \|s_t\|_2 \geq c_t \) and \( \|s_t\|_2 \leq d_t \) hold with probability at least \( (1-\delta)^{1/2N} \) respectively over the choice of sample paths, where \( \| \cdot \|_2 \) denotes the \( \ell_2 \)-norm.

Note that Assumption (B) is stronger than Assumption (A). Let

\[ L(T) = C_T \alpha^2 - D_T \beta^2 / (2\pi), \quad C_T = \sum_{t=1}^T c_t^2, \quad D_T = \sum_{t=1}^T d_t^2. \]

First, we analyze the variance of gradient estimates in PGPE (the proofs of all the theorems are provided in the supplementary material):

**Theorem 1.** Under Assumption (A), we have the following upper bounds:

\[
\text{Var} \left[ \nabla_{\eta} \hat{J}(\rho) \right] \leq \frac{\delta^2 (1-\gamma)^T B}{N(1-\gamma)^2} \quad \text{and} \quad \text{Var} \left[ \nabla_{\tau} \hat{J}(\rho) \right] \leq \frac{2\delta^2 (1-\gamma)^T B}{N(1-\gamma)^2}.
\]

This theorem means that the upper bound of the variance of \( \nabla_{\eta} \hat{J}(\rho) \) is proportional to \( \beta^2 \) (the upper bound of squared rewards), \( B \) (the trace of the inverse Gaussian covariance), and \( (1-\gamma)^T / (1-\gamma)^2 \), and is inverse-proportional to sample size \( N \). The upper bound of the variance of \( \nabla_{\tau} \hat{J}(\rho) \) is twice larger than that of \( \nabla_{\eta} \hat{J}(\rho) \). When \( T \) goes to infinity, \( (1-\gamma)^T \) will converge to 1.

Next, we analyze the variance of gradient estimates in REINFORCE:

**Theorem 2.** Under Assumptions (B) and (C), we have the following lower bound with probability at least \( 1 - \delta \):

\[
\text{Var} \left[ \nabla_{\mu} \hat{J}(\theta) \right] \geq \frac{(1-\gamma)^T}{N\sigma^2(1-\gamma)^2} \mathcal{L}(T).
\]

Under Assumptions (A) and (C), we have the following upper bound with probability at least \( (1-\delta)^{1/2} \):

\[
\text{Var} \left[ \nabla_{\mu} \hat{J}(\theta) \right] \leq \frac{D_T \beta^2 (1-\gamma)^T}{N\sigma^2(1-\gamma)^2}.
\]

Under Assumption (A), we have

\[
\text{Var} \left[ \nabla_{\sigma} \hat{J}(\theta) \right] \leq \frac{2T \beta^2 (1-\gamma)^T}{N\sigma^2(1-\gamma)^2}.
\]

The upper bounds for REINFORCE are similar to those for PGPE, but they are monotone increasing with respect to trajectory length \( T \). The lower bound for the variance of \( \nabla_{\mu} \hat{J}(\theta) \) will be non-trivial if it is positive, i.e., \( \mathcal{L}(T) > 0 \). This can be fulfilled, e.g., if \( \alpha \) and \( \beta \) satisfy \( 2\pi C_T \alpha^2 > D_T \beta^2 \).

Deriving a lower bound of the variance of \( \nabla_{\sigma} \hat{J}(\theta) \) is left open as future work.

Finally, we compare the variance of gradient estimates in REINFORCE and PGPE:

**Theorem 3.** In addition to Assumptions (B) and (C), we assume \( \mathcal{L}(T) \) is positive and monotone increasing with respect to \( T \). If there exists \( T_0 \) such that \( \mathcal{L}(T_0) \geq \beta^2 B \sigma^2 \), then we have \( \text{Var}[\nabla_{\mu} \hat{J}(\theta)] > \text{Var}[\nabla_{\eta} \hat{J}(\rho)] \) for all \( T > T_0 \), with probability at least \( 1 - \delta \).

The above theorem means that PGPE is more favorable than REINFORCE in terms of the variance of gradient estimates of the mean, if trajectory length \( T \) is large. This theoretical result would partially support the experimental success of the PGPE method [12].

## 4 Variance Reduction by Subtracting Baseline

In this section, we give a method to reduce the variance of gradient estimates in PGPE and analyze its theoretical properties.
4.1 Basic Idea of Introducing Baseline

It is known that the variance of gradient estimates can be reduced by subtracting a baseline \( b \): for REINFORCE and PGPE, modified gradient estimates are given by

\[
\nabla_\theta \hat{J}^b(\theta) = \frac{1}{N} \sum_{n=1}^{N} (R(h^n) - b) \sum_{t=1}^{T} \nabla_\theta \log p(a_t^n|s_t^n, \theta),
\]
\[
\nabla_\rho \hat{J}^b(\rho) = \frac{1}{N} \sum_{n=1}^{N} (R(h^n) - b) \nabla_\rho \log p(\theta^n|\rho).
\]

The optimal baseline for REINFORCE is given by

\[
\hat{b}^\ast_{\text{REINFORCE}} := \arg \min_b \text{Var}[\nabla_\theta \hat{J}^b(\theta)] = \frac{\mathbb{E}[(R(h) - \mathbb{E}[R(h)])^2]}{\mathbb{E}[\nabla_\theta \log p(\theta)|h]^2},
\]

However, only the moving-average baseline was introduced to PGPE so far [12], which is suboptimal. Below, we derive the optimal baseline for PGPE, and study its theoretical properties.

4.2 Optimal Baseline for PGPE

Let \( \hat{b}^\ast_{\text{PGPE}} \) be the optimal baseline for PGPE that minimizes the variance:

\[
\hat{b}^\ast_{\text{PGPE}} := \arg \min_b \text{Var}[\nabla_\rho \hat{J}^b(\rho)].
\]

Then the following theorem gives the optimal baseline for PGPE:

**Theorem 4.** The optimal baseline for PGPE is given by

\[
\hat{b}^\ast_{\text{PGPE}} = \frac{\mathbb{E}[R(h)\nabla_\rho \log p(\theta)|h]^2}{\mathbb{E}[\nabla_\rho \log p(\theta)|h]^2},
\]

and the excess variance for a baseline \( b \) is given by

\[
\text{Var}[\nabla_\rho \hat{J}^b(\rho)] - \text{Var}[\nabla_\rho \hat{J}^\ast_{\text{PGPE}}(\rho)] = \frac{(b - \hat{b}^\ast_{\text{PGPE}})^2}{N} \mathbb{E}[\nabla_\rho \log p(\theta)|h]^2.
\]

The above theorem gives an analytic-form expression of the optimal baseline for PGPE. When expected return \( R(h) \) and the squared norm of characteristic eligibility \( \mathbb{E}[\nabla_\rho \log p(\theta)|h]^2 \) are independent of each other, the optimal baseline is reduced to average expected return \( \mathbb{E}[R(h)] \). However, the optimal baseline is generally different from the average expected return. The above theorem also shows that the excess variance is proportional to the squared difference of baselines \( (b - \hat{b}^\ast_{\text{PGPE}})^2 \) and the expected squared norm of characteristic eligibility \( \mathbb{E}[\nabla_\rho \log p(\theta)|h]^2 \), and is inverse-proportional to sample size \( N \).

Next, we analyze the contribution of the optimal baseline to the variance with respect to mean parameter \( \eta \) in PGPE:

**Theorem 5.** If \( r(s, a, s') \geq \alpha > 0 \), we have the following lower bound:

\[
\text{Var}[\nabla_\eta \hat{J}(\rho)] - \text{Var}[\nabla_\eta \hat{J}^\ast_{\text{PGPE}}(\rho)] \geq \frac{\alpha^2(1-\gamma_T^2)^2 B}{N(1-\gamma^2)^2}.
\]

Under Assumption (A), we have the following upper bound:

\[
\text{Var}[\nabla_\eta \hat{J}(\rho)] - \text{Var}[\nabla_\eta \hat{J}^\ast_{\text{PGPE}}(\rho)] \leq \frac{\beta^2(1-\gamma_T^2)^2 B}{N(1-\gamma^2)^2}.
\]

This theorem shows that the lower and upper bounds of the excess variance are proportional to \( \alpha^2 \) and \( \beta^2 \) (the bounds of squared immediate rewards), \( B \) (the trace of the inverse Gaussian covariance), and \( (1-\gamma_T^2)/(1-\gamma^2) \), and are inverse-proportional to sample size \( N \). When \( T \) goes to infinity, \( (1-\gamma_T^2)^2 \) will converge to 1.
4.3 Comparison with REINFORCE

Next, we analyze the contribution of the optimal baseline for REINFORCE, and compare it with that for PGPE. It was shown [5, 16] that the excess variance for a baseline \( b \) in REINFORCE is given by

\[
\text{Var}[\nabla_{\theta} \hat{J}^b(\theta)] - \text{Var}[\nabla_{\mu} \hat{J}^b_{\text{REINFORCE}}(\theta)] = \frac{(b - b_{\text{REINFORCE}})^2}{N} E \left[ \left\| \sum_{t=1}^{T} \nabla_{\theta} \log p(a_t | s_t, \theta) \right\|^2 \right].
\]

Based on this, we have the following theorem:

**Theorem 6.** Under Assumptions (B) and (C), we have the following bounds with probability at least \( 1 - \delta \):

\[
\frac{C_T \sigma^2 (1 - \gamma^T)^2}{N \sigma^2 (1 - \gamma)^2} \leq \text{Var}[\nabla_{\mu} \hat{J}(\theta)] - \text{Var}[\nabla_{\mu} \hat{J}_{\text{REINFORCE}}^b(\theta)] \leq \frac{\beta^2 (1 - \gamma^T)^2 D_T}{N \sigma^2 (1 - \gamma)^2}.
\]

The above theorem shows that the lower and upper bounds of the excess variance are monotone increasing with respect to trajectory length \( T \).

In the aspect of the amount of reduction in the variance of gradient estimates, Theorem 5 and Theorem 6 show that the optimal baseline for REINFORCE contributes more than that for PGPE.

Finally, based on Theorem 1 and Theorem 5 and based on Theorem 2 and Theorem 6, we have the following theorem:

**Theorem 7.** Under Assumptions (B) and (C), we have

\[
\text{Var}[\nabla_{\eta} \hat{J}_{\text{PGPE}}(\rho)] \leq \frac{(1 - \gamma^T)^2}{N (1 - \gamma)^2} (\beta^2 - \alpha^2) B,
\]

\[
\text{Var}[\nabla_{\mu} \hat{J}_{\text{REINFORCE}}^b(\theta)] \leq \frac{(1 - \gamma^T)^2}{N \sigma^2 (1 - \gamma)^2} (\beta^2 D_T - \alpha^2 C_T),
\]

where the latter inequality holds with probability at least \( 1 - \delta \).

This theorem shows that the upper bound of the variance of gradient estimates for REINFORCE with the optimal baseline is still monotone increasing with respect to trajectory length \( T \). On the other hand, since \((1 - \gamma^T)^2 \leq 1\), the above upper bound of the variance of gradient estimates in PGPE with the optimal baseline can be further upper-bounded as \( \text{Var}[\nabla_{\eta} \hat{J}_{\text{PGPE}}(\rho)] \leq \frac{(\beta^2 - \alpha^2) B}{N (1 - \gamma)^2} \), which is independent of \( T \). Thus, when trajectory length \( T \) is large, the variance of gradient estimates in REINFORCE with the optimal baseline may be significantly larger than the variance of gradient estimates in PGPE with the optimal baseline.

5 Experiments

In this section, we experimentally investigate the usefulness of the proposed method, PGPE with the optimal baseline.

5.1 Illustrative Data

Let the state space \( S \) be one-dimensional and continuous, and the initial state is randomly chosen from the standard normal distribution. The action space \( A \) is also set to be one-dimensional and continuous. The transition dynamics of the environment is set at \( s_{t+1} = s_t + a_t + \varepsilon \), where \( \varepsilon \sim \mathcal{N}(0, 0.5^2) \) is stochastic noise. The immediate reward is defined as \( r = \exp (-s_t^2 / 2 - a_t^2 / 2) + 1 \), which is bounded as \( 1 < r \leq 2 \). The discount factor is set at \( \gamma = 0.9 \).

Here, we compare the following five methods: REINFORCE without any baselines, REINFORCE with the optimal baseline (OB), PGPE without any baselines, PGPE with the moving-average baseline (MB), and PGPE with the optimal baseline (OB). For fair comparison, all of these methods use the same parameter setup: the mean and standard deviation of the Gaussian distribution is set at \( \mu = -1.5 \) and \( \sigma = 1 \), the number of episodic samples is set at \( N = 100 \), and the length of the trajectory is set at \( T = 10 \) or \( 50 \). We then calculate the variance of gradient estimates over 100 runs.

Table 1 summarizes the results, showing that the variance of REINFORCE is overall larger than PGPE. A notable difference between REINFORCE and PGPE is that the variance of REINFORCE
significantly grows as $T$ increases, whereas that of PGPE is not influenced that much by $T$. This well agrees with our theoretical analysis in Section 3. The results also show that the variance of PGPE-OB (the proposed method) is much smaller than that of PGPE-MB. REINFORCE-OB contributes highly to reducing the variance especially when $T$ is large, which also well agrees with our theory. However, PGPE-OB still provides much smaller variance than REINFORCE-OB.

We also investigate the bias of gradient estimates of each method. We regard gradients estimated with $N = 1000$ as true gradients, and compute the bias of gradient estimates when $N = 100$. The results are also included in Table 1, showing that introduction of baselines does not increase the bias; rather, it tends to reduce the bias.

Next, we investigate the variance of gradient estimates when policy parameters are updated over iterations. In this experiment, we set $N = 10$ and $T = 20$, and the variance is computed from 50 runs. Policies are updated over 50 iterations. In order to evaluate the variance in a stable manner, we repeat the above experiments 20 times with random choice of initial mean parameter $\mu$ from $[-3.0, -0.1]$, and investigate the average variance of gradient estimates with respect to mean parameter $\mu$ over 20 trials, in $\log_{10}$-scale.

The results are summarized in Figure 1. Figure 1(a) compares the variance of REINFORCE with/without baselines, whereas Figure 1(b) compares the variance of PGPE with/without baselines. These plots show that introduction of baselines contributes highly to the reduction of the variance over iterations. Figure 1(c) compares the variance of REINFORCE and PGPE without baselines, showing that PGPE provides much more stable gradient estimates than REINFORCE. Figure 1(d) compares the variance of REINFORCE and PGPE with the optimal baselines, showing that gradient estimates obtained by PGPE-OB are much smaller than those by REINFORCE-OB. Overall, in terms of the variance of gradient estimates, the proposed PGPE-OB compares favorably with other methods.

Next, we evaluate returns obtained by each method. The trajectory length is fixed at $T = 20$, and the maximum number of policy-update iterations is set at 50. We investigate average returns over 20 runs as functions of the number of episodic samples $N$. We have two experimental results for different initial policies. Figure 2(a) shows the results when initial mean parameter $\mu$ is chosen randomly

<table>
<thead>
<tr>
<th>Method</th>
<th>$T = 10$</th>
<th>$T = 50$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu, \eta$</td>
<td>$\mu, \eta$</td>
</tr>
<tr>
<td>REINFORCE</td>
<td>0.3238</td>
<td>0.0914</td>
</tr>
<tr>
<td>REINFORCE-OB</td>
<td>20.0914</td>
<td>0.9707</td>
</tr>
<tr>
<td>PGPE</td>
<td>0.0828</td>
<td>0.0372</td>
</tr>
<tr>
<td>PGPE-MB</td>
<td>0.0828</td>
<td>0.0372</td>
</tr>
<tr>
<td>PGPE-OB</td>
<td>0.0828</td>
<td>0.0372</td>
</tr>
</tbody>
</table>

Figure 1: Variance of gradient estimates with respect to the mean parameter through policy-update iterations for the illustrative data.

Figure 2: Return as functions of the number of episodic samples $N$ for the illustrative data.
from $[-1.6, -0.1]$, which tends to perform well. The graph shows that PGPE-OB performs the best, especially when $N < 5$; then REINFORCE-OB follows with a small margin. PGPE-MB and plain PGPE also work reasonably well, although they are slightly unstable due to larger variance. Plain REINFORCE is highly unstable, which is caused by the huge variance of gradient estimates (see Figure 1 again).

Figure 2(b) describes the results when initial mean parameter $\mu$ is chosen randomly from $[-3.0, -0.1]$, which tends to result in poorer performance. In this setup, difference among the compared methods is more significant than the case with good initial policies. Overall, plain REINFORCE performs very poorly, and even REINFORCE-OB tends to be outperformed by the PGPE methods. This means that REINFORCE is very sensitive to the choice of initial policies. Among the PGPE methods, the proposed PGPE-OB works very well and converges quickly.

### 5.2 Cart-Pole Balancing

Finally, we evaluate the performance of our proposed method in a more complex task of cart-pole balancing [3]. A pole is hanged to the roof of a cart, and the goal is to swing up the pole by moving the cart properly and try to keep the pole at the top.

The state space $S$ is two-dimensional and continuous, which consists of the angle $\varphi \in [0, 2\pi]$ and angular velocity $\dot{\varphi} \in [-3\pi, 3\pi]$ of the pole. The action space $A$ is one-dimensional and continuous, which corresponds to the force applied to the cart (note that we can not directly control the pole, but only indirectly through moving the cart). We use the Gaussian policy model for REINFORCE and linear policy model for PGPE, where state $s$ is non-linearly transformed to a feature space via a basis function vector. We use 20 Gaussian kernels with standard deviation $\sigma = 0.5$ as the basis functions, where the kernel centers are distributed over the following grid points: $\{0, \pi/2, \pi, 3\pi/2\} \times \{-3\pi, -3\pi/2, 0, 3\pi/2, 3\pi\}$. The dynamics of the pole (i.e., the update rule of the angle and the angular velocity) is given by

$$\varphi_{t+1} = \varphi_t + \dot{\varphi}_t + 9.8 \sin(\varphi_t) - \frac{\alpha_w \dot{\varphi}_t^2}{4} - \frac{\alpha \cos(\varphi_t)}{4} \Delta t,$$

where $\alpha = 1/\alpha_w + w$ and $a_t$ is the action taken at time $t$. We set the problem parameters as: the mass of the cart $W = 8$[kg], the mass of the pole $w = 2$[kg], and the length of the pole $l = 0.5$[m]. We set the time step $\Delta t$ for the position and velocity updates at 0.01[s] and action selection at 0.1[s]. The reward function is defined as $r(s_t, a_t, s_{t+1}) = \cos(\varphi_{t+1})$. That is, the higher the pole is, the more rewards we can obtain. The initial policy is chosen randomly, and the initial-state probability density is set to be uniform. The agent collects $N = 100$ episodic samples with trajectory length $T = 40$. The discount factor is set at $\gamma = 0.9$.

We investigate average returns over 10 trials as the functions of policy-update iterations. The return at each trial is computed over 100 test episodic samples (which are not used for policy learning). The experimental results are plotted in Figure 3, showing that the improvement of both plain REINFORCE and REINFORCE-OB tend to be slow, and all PGPE methods outperformed REINFORCE methods overall. Among the PGPE methods, the proposed PGPE-OB converges faster than others.

### 6 Conclusion

In this paper, we analyzed and improved the stability of the policy gradient method called PGPE (policy gradients with parameter-based exploration). We theoretically showed that, under a mild condition, PGPE provides more stable gradient estimates than the classical REINFORCE method. We also derived the optimal baseline for PGPE, and theoretically showed that PGPE with the optimal baseline is more preferable than REINFORCE with the optimal baseline in terms of the variance of gradient estimates. Finally, we demonstrated the usefulness of PGPE with optimal baseline through experiments.
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