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Abstract

Spectral clustering is based on the spectral relaxation of the normalized/ratio graph cut criterion. While the spectral relaxation is known to be loose, it has been shown recently that a non-linear eigenproblem yields a tight relaxation of the Cheeger cut. In this paper, we extend this result considerably by providing a characterization of all balanced graph cuts which allow for a tight relaxation. Although the resulting optimization problems are non-convex and non-smooth, we provide an efficient first-order scheme which scales to large graphs. Moreover, our approach comes with the quality guarantee that given any partition as initialization the algorithm either outputs a better partition or it stops immediately.

1 Introduction

The problem of finding the best balanced cut of a graph is an important problem in computer science [9, 24, 13]. It has been used for minimizing the communication cost in parallel computing, reordering of sparse matrices, image segmentation and clustering. In particular, in machine learning spectral clustering is one of the most popular graph-based clustering methods as it can be applied to any graph-based data or to data where similarity information is available so that one can build a neighborhood graph. Spectral clustering is originally based on a relaxation of the combinatorial normalized/ratio graph cut problem, see [28]. The relaxation with the best known worst case approximation guarantee yields a semi-definite program, see [3]. However, it is practically infeasible for graphs with more than 100 vertices due to the presence of $O(n^3)$ constraints where $n$ is the number of vertices in the graph. In contrast, the computation of eigenvectors of a sparse graph scales easily to large graphs. In a line of recent work [6, 26, 14] it has been shown that relaxation based on the nonlinear graph $p$-Laplacian lead to similar runtime performance while providing much better cuts. In particular, for $p = 1$ one obtains a tight relaxation of the Cheeger cut, see [8, 26, 14].

In this work, we generalize this result considerably. Namely, we provide for almost any balanced graph cut problem a tight relaxation into a continuous problem. This allows flexible modeling of different graph cut criteria. The resulting non-convex, non-smooth continuous optimization problem can be efficiently solved by our new method for the minimization of ratios of differences of convex functions, called RatioDCA. Moreover, compared to [14], we also provide a more efficient way how to solve the resulting convex inner problems by transferring recent methods from total variation denoising, cf. [7], to the graph setting. In first experiments, we illustrate the effect of different balancing terms and show improved clustering results of USPS and MNIST compared to [14].

2 Set Functions, Submodularity, Convexity and the Lovasz Extension

In this section we gather some material from the literature on set functions, submodularity and the Lovasz extension, which we need in the next section. We refer the reader to [11, 4] for a more detailed exposition. We work on weighted, undirected graphs $G = (V, W)$ with vertex set $V$ and
a symmetric, non-negative weight matrix $W$. We define $n := |V|$ and denote by $\overline{A} = V \setminus A$ the complement of $A$ in $V$, set functions are denoted with a hat, $\hat{S}$, whereas the corresponding Lovasz extension is simply $S$. The indicator vector of a set $A$ is written as $\mathbf{1}_A$. In the following we always assume that for any considered set function $\hat{S}$ it holds $\hat{S}(\emptyset) = 0$. The Lovasz extension is a way to extend a set function from $2^V$ to $\mathbb{R}^V$.

**Definition 2.1** Let $\hat{S} : 2^V \to \mathbb{R}$ be a set function with $\hat{S}(\emptyset) = 0$. Let $f \in \mathbb{R}^V$ be ordered in increasing order $f_1 \leq f_2 \leq \ldots \leq f_n$ and define $C_i = \{ j \in V \mid f_j > f_i \}$ where $C_0 = V$. Then $S : \mathbb{R}^V \to \mathbb{R}$ given by

$$S(f) = \sum_{i=1}^{n} f_i \left( \hat{S}(C_{i-1}) - \hat{S}(C_i) \right) = \sum_{i=1}^{n-1} \hat{S}(C_i)(f_{i+1} - f_i) + f_1 \hat{S}(V)$$

is called the **Lovasz extension** of $\hat{S}$. Note that $S(\mathbf{1}_A) = \hat{S}(A)$ for all $A \subset V$.

Note that for symmetric set functions $\hat{S}$, that is $\hat{S}(A) = \hat{S}(\overline{A})$ for all $A \subset V$, the property $\hat{S}(\emptyset) = 0$ implies $\hat{S}(V) = 0$. A particular interesting class of set functions are the submodular set functions as their Lovasz extension is convex.

**Definition 2.2** A set function, $\hat{F} : 2^V \to \mathbb{R}$ is **submodular** if for all $A, B \subset V$,

$$\hat{F}(A \cup B) + \hat{F}(A \cap B) \leq \hat{F}(A) + \hat{F}(B).$$

$\hat{F}$ is called **strictly submodular** if the inequality is strict whenever $A \nsubseteq B$ or $B \nsubseteq A$.

Note that symmetric submodular set functions are always non-negative as for all $A \subset V$,

$$2\hat{F}(A) = \hat{F}(A) + \hat{F}(\overline{A}) \geq \hat{F}(A \cup \overline{A}) + \hat{F}(A \cap \overline{A}) = \hat{F}(V) + \hat{F}(\emptyset) = 0.$$

An important class of set functions for clustering are cardinality-based set functions.

**Proposition 2.1** ([4]) Let $e \in \mathbb{R}_+^V$ and $g : \mathbb{R}_+ \to \mathbb{R}$ is a concave function, then $\hat{F} : A \mapsto g(s(A))$ is submodular. If $\hat{F} : A \mapsto g(s(A))$ is submodular for all $s \in \mathbb{R}_+^V$, then $g$ is concave.

The following properties hold for the Lovasz extension.

**Proposition 2.2** ([11, 4]) Let $S : \mathbb{R}^V \to \mathbb{R}$ be the Lovasz extension of $\hat{S} : 2^V \to \mathbb{R}$ with $\hat{S}(\emptyset) = 0$.

- $\hat{S}$ is submodular if and only if $S$ is convex,
- $S$ is positively one-homogeneous,
- $S(f) \geq 0$, $\forall f \in \mathbb{R}^V$ and $S(\mathbf{1}) = 0$ if and only if $\hat{S}(A) \geq 0$, $\forall A \subset V$ and $\hat{S}(V) = 0$.
- $S(f + \alpha \mathbf{1}) = S(f)$ for all $f \in \mathbb{R}^V, \alpha \in \mathbb{R}$ if and only if $\hat{S}(V) = 0$.
- $S$ is even, if $\hat{S}$ is symmetric.

One might wonder if the Lovasz extension of all submodular set functions generates the set of all positively one-homogeneous convex functions. This is not the case, as already Lovasz [19] gave a counter-example. In the next section we will be interested in the class of positively one-homogeneous, even, convex functions $S$ with $S(f + \alpha \mathbf{1}) = S(f)$ for all $f \in \mathbb{R}^V$. From the above proposition we deduce that these properties are fulfilled for the Lovasz extension of any symmetric, submodular set function. However, also for this special class there exists a counter-example. Take

$$S(f) = \left\| f - \frac{1}{|V|} \langle f, 1 \rangle \mathbf{1} \right\|_\infty .$$

It fulfills all the stated conditions but it induces the set function $\hat{S}(A) := S(\mathbf{1}_A)$ given as

$$\hat{S}(A) = \begin{cases} \max\{ |A|, |V \setminus A| \}, & 0 < |A| < |V| \\ 0, & \text{else} \end{cases}$$
It is easy to check that this function is not submodular. Thus different convex one-homogeneous functions can induce the same set function via \( \hat{S}(A) := S(1_A) \).

It is known [15] that a large class of functions e.g. every \( f \in C^2(\mathbb{R}^n) \) can be written as a difference of convex functions. As submodular functions correspond to convex functions in the sense of the Lovasz extension, one can ask if the same result holds for set functions: Is every set function a difference of submodular set functions? The following result has been reported in [21]. As some properties assumed in the proof in [21] do not hold, we give an alternative constructive proof.

**Proposition 2.3** Every set function \( \hat{S} : 2^V \to \mathbb{R} \) can be written as the difference of two submodular functions. The corresponding Lovasz extension \( S : \mathbb{R}^V \to \mathbb{R} \) can be written as a difference of convex functions.

Note that the proof of Proposition 2.3 is constructive. Thus we can always find the decomposition of the set function into a difference of two submodular functions and thus also the decomposition of its Lovasz extension into a difference of convex functions.

## 3 Tight Relaxations of Balanced Graph Cuts

In graph-based clustering a popular criterion to partition the graph is to minimize the cut \( \text{cut}(A, \overline{A}) \), defined as

\[
\text{cut}(A, \overline{A}) = \sum_{i \in A, j \in \overline{A}} w_{ij},
\]

where \( (w_{ij}) \in \mathbb{R}^{|V| \times |V|} \) are the non-negative, symmetric weights of the undirected graph \( G = (V, W) \) usually interpreted as similarities of vertices \( i \) and \( j \). Direct minimization of the cut leads typically to very unbalanced partitions, where often just a single vertex is split off. Therefore one has to introduce a balancing term which biases the criterion towards balanced partitions. Two popular balanced graph cut criterion are the Cheeger cut \( \text{RCut}(A, \overline{A}) \) and the ratio cut \( \text{RCut}(A, \overline{A}) \)

\[
\text{RCCC}(A, \overline{A}) = \frac{\text{cut}(A, \overline{A})}{\min\{|A|, |\overline{A}|\}}, \quad \text{RCut}(A, \overline{A}) = |V| \frac{\text{cut}(A, \overline{A})}{|A| |\overline{A}|} = \text{cut}(A, \overline{A}) \left( \frac{1}{|A|} + \frac{1}{|\overline{A}|} \right).
\]

We consider later on also their normalized versions. Spectral clustering is derived as relaxation of the ratio cut criterion based on the second eigenvector of the graph Laplacian. While the second eigenvector can be efficiently computed, it is well-known that this relaxation is far from being tight. In particular there exist graphs where the spectral relaxation is as bad [12] as the isoperimetric inequality suggests [1]. In a recent line of work [6, 26, 14] it has been shown that a tight relaxation for the Cheeger cut can be achieved by moving from the linear eigenproblem to a nonlinear eigenproblem associated to the nonlinear graph 1-Laplacian [14].

In this work we generalize this result considerably by showing in Theorem 3.1 that a tight relaxation exists for every balanced graph cut measure which is of the form cut divided by balancing term. More precisely, let \( \hat{S} : 2^V \to \mathbb{R} \) be a symmetric non-negative set function. Then a balanced graph cut criterion \( \phi : 2^V \to \mathbb{R}_+ \) of a partition \((A, \overline{A})\) has the form,

\[
\phi(A) := \frac{\text{cut}(A, \overline{A})}{S(A)}.
\]

As we consider undirected graphs, the cut is a symmetric set function and thus \( \phi(A) = \phi(\overline{A}) \). In order to get a balanced graph cut, \( \hat{S} \) is typically chosen as a function of \(|A|\) (or some other type of volume) which is monotonically increasing on \([0, |V|/2] \). The first part of the theorem showing the equivalence of combinatorial and continuous problem is motivated by a result derived by Rothaus in [25] in the context of isoperimetric inequalities on Riemannian manifolds. It has been transferred to graphs by Tillich and independently by Houdre in [27, 16]. We generalize their result further so that it now holds for all possible non-negative symmetric set functions. In order to establish the link to the result of Rothaus, we first state the following characterization

**Lemma 3.1** A function \( S : V \to \mathbb{R} \) is positively one-homogeneous, even, convex and \( S(f + \alpha 1) = S(f) \) for all \( f \in \mathbb{R}^V, \alpha \in \mathbb{R} \) if and only if \( S(f) = \sup_{u \in U} \langle u, f \rangle \) where \( U \subset \mathbb{R}^n \) is a closed symmetric convex set and \( \langle u, 1 \rangle = 0 \) for any \( u \in U \).
Theorem 3.1 Let $G = (V, E)$ be a finite, weighted undirected graph and $S : \mathbb{R}^V \to \mathbb{R}$ and let $\hat{S} : 2^V \to \mathbb{R}$ be symmetric with $\hat{S}(\emptyset) = 0$, then

$$\inf_{f \in \mathbb{R}^V} \frac{1}{2} \sum_{i,j=1}^n w_{ij} |f_i - f_j| = \inf_{A \subset V} \frac{\cut(A, \overline{A})}{\hat{S}(A)},$$

if either one of the following two conditions holds

1. $S$ is positively one-homogeneous, even, convex and $S(f + \alpha 1) = S(f)$ for all $f \in \mathbb{R}^V$, $\alpha \in \mathbb{R}$ and $\hat{S}$ is defined as $\hat{S}(A) := S(1_A)$ for all $A \subset V$.

2. $S$ is the Lovasz extension of the non-negative, symmetric set function $\hat{S}$ with $\hat{S}(\emptyset) = 0$.

Let $f \in \mathbb{R}^V$ and denote by $C_t := \{i \in V \mid f_i > t\}$, then it holds under both conditions,

$$\min_{t \in \mathbb{R}} \frac{\cut(C_t, \overline{C_t})}{\hat{S}(C_t)} \leq \frac{1}{2} \sum_{i,j=1}^n w_{ij} |f_i - f_j| \frac{\cut(A, \overline{A})}{\hat{S}(A)}.$$

Theorem 3.1 can be generalized by replacing the cut with an arbitrary other set function. However, the emphasis of this paper is to use the new degree of freedom for balanced graph clustering. The more general approach will be discussed elsewhere. Note that the first condition in Theorem 3.1 implies that $\hat{S}$ is symmetric as

$$\hat{S}(A) = S(1_A) = S(-1_A) = S(1 - 1_A) = S(1_{\overline{A}}) = S(1_{\overline{A}}) = \hat{S}(\overline{A}).$$

Moreover, $\hat{S}$ is non-negative with $\hat{S}(\emptyset) = \hat{S}(V) = 0$ as $S$ is even, convex and positively one-homogeneous. For the second condition note that by Proposition 2.3 the Lovasz extension of any set function can be written as a difference of convex (d.c.) functions. As the total variation term in the enumerator is convex, we thus have to minimize a ratio of a convex and a d.c. function. The efficient minimization of such problems will be the topic of the next section.

We would like to point out a related line of work for the case where the balancing term $\hat{S}$ is submodular and the balanced graph cut measure is directly optimized using submodular minimization techniques. In [23] this idea is proposed for the ratio cut and subsequently generalized [22, 17] so that every submodular balancing function $\hat{S}$ can be used. While the general framework is appealing, it is unclear if the minimization can be done efficiently. Moreover, note that Theorem 3.1 goes well beyond the case where $\hat{S}$ is submodular.

3.1 Examples of Balancing Set Functions

Theorem 3.1 opens up new modeling possibilities for clustering based on balanced graph cuts. We discuss in the experiments differences and properties of the individual balancing terms. However, it is out of the scope of this paper to answer the question which balancing term is the “best”. An answer to such a question is likely to be application-dependent. However, for a given random graph model it might be possible to suggest a suitable balancing term given one knows how cut and volume behave. A first step in this direction has been done in [20] where the limit of cut and volume has been discussed for different neighborhood graph types.

In the following we assume that we work with graphs which have non-negative edge weights $W = (w_{ij})$ and non-negative vertex weights $e : V \to \mathbb{R}^+$. The volume $\vol(A)$ of a set $A \subset V$ is defined as $\vol(A) = \sum_{i \in A} e_i$. The volume reduces to the cardinality if $e_i = 1$ for all $i \in V$ (unnormalized case) or to the volume considered in the normalized cut, $\vol(A) = \sum_{i \in A} d_i$ for $e_i = d_i$ for all $i \in V$ (normalized case), where $d_i$ is the degree of vertex $i$. We denote by $E$ the diagonal matrix with $E_{ii} = e_i, i = 1, \ldots, n$. Using general vertex weights allows us to present the unnormalized and normalized case in a unified framework. Moreover, general vertex weights allow more modeling freedom e.g. one can give two different vertices very large vertex weights and so implicitly enforce that they will be in different partitions.
functions and thus their Lovasz extension $S^\hat{\lambda}$ and not necessarily the Lovasz extension of the induced set functions $S$. In Table 1, we collect a set of interesting set functions enforcing different levels of balancing. For the Lovasz extension:

$$S^\lambda_V \left( \frac{\text{vol}(A)}{\text{vol}(V)} \right)^{\frac{1}{\lambda}}$$

and hard Cheeger cut we have unit vertex weights, that is $e_i \equiv 1$.

<table>
<thead>
<tr>
<th>Name</th>
<th>$S(f)$</th>
<th>$S(A)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cheeger $p$-cut</td>
<td>$\left( \sum_{i=1}^{n} e_i</td>
<td>f_i - \text{wmean}_p(f)</td>
</tr>
<tr>
<td>Normalized $p$-cut</td>
<td>$\left( \sum_{i=1}^{n} e_i</td>
<td>f_i - \frac{\text{wmean}_p(f)}{\text{vol}(V)}</td>
</tr>
<tr>
<td>Trunc. Cheeger cut</td>
<td>$g_{\text{max}, \alpha}(f) - g_{\text{min}, \alpha}(f)$</td>
<td>$\begin{cases} \text{vol}(A), &amp; \text{if } \text{vol}(A) \leq \alpha \text{vol}(V), \ \text{vol}(\overline{A}), &amp; \text{if } \text{vol}(\overline{A}) \leq \alpha \text{vol}(V), \ \alpha \text{vol}(V), &amp; \text{else.} \end{cases}$</td>
</tr>
<tr>
<td>Hard balanced cut</td>
<td>$\left( g_{\text{max}, \frac{k}{k+1}}(f) - g_{\text{min}, \frac{k}{k+1}}(f) \right)$</td>
<td>$\begin{cases} 1, &amp; \text{if } \min(</td>
</tr>
<tr>
<td>Hard Cheeger cut</td>
<td>$| f - \text{median}(f) |_1$</td>
<td>$\begin{cases} 0, &amp; \text{if } \min(</td>
</tr>
</tbody>
</table>

Table 1: Examples of balancing set functions and their continuous counterpart. For the hard balanced and hard Cheeger cut we have unit vertex weights, that is $e_i \equiv 1$.

We report here the Lovasz extension of two important set functions which will be needed in the sequel. For that we define the functions $g_{\text{max}, \alpha}(f)$ and $g_{\text{min}, \alpha}(f)$ as:

$$g_{\text{max}, \alpha}(f) = \max \left\{ \langle \rho, f \rangle \mid 0 \leq \rho_i \leq e_i, \forall i = 1, \ldots, n, \sum_{i=1}^{n} \rho_i = \alpha \text{vol}(V) \right\},$$

$$g_{\text{min}, \alpha}(f) = \min \left\{ \langle \rho, f \rangle \mid 0 \leq \rho_i \leq e_i, \forall i = 1, \ldots, n, \sum_{i=1}^{n} \rho_i = \alpha \text{vol}(V) \right\}$$

and the weighted $p$-mean $\text{wmean}_p(f)$ is defined as $\text{wmean}_p(f) = \inf_{a \in \mathbb{R}} \sum_{i=1}^{n} e_i |f_i - a|^p$. Note that $g_{\text{max}, \alpha}(f)$ is convex whereas $g_{\text{min}, \alpha}(f)$ is concave. Both functions can be easily evaluated by sorting the componentwise product $e_i f_i$.

**Proposition 3.1** Let $\hat{S} : 2^V \to \mathbb{R}$, $\hat{S}(A) := \min\{ \text{vol}(A), \text{vol}(\overline{A}) \}$. Then the Lovasz extension $S : V \to \mathbb{R}$ is given by $S(f) = \|E(f - \text{wmean}_1(f)1\|_1$.

Let $e_i = 1, \forall i \in V$ and $\hat{S} : 2^V \to \mathbb{R}$, $\hat{S}(A) := \begin{cases} \min\{|A|, \overline{A}) \}, & \text{if } \min\{|A|, |\overline{A}| \} \leq K, \\ K, & \text{else.} \end{cases}$ Then the Lovasz extension $S : V \to \mathbb{R}$ is given as $S(f) = g_{\text{max}, \frac{k}{k+1}}(f) - g_{\text{min}, \frac{k}{k+1}}(f)$.

In Table 1 we collect a set of interesting set functions enforcing different levels of balancing. For the Cheeger and Normalized $p$-cut family and the truncated Cheeger cut the functions $S$ are convex and not necessarily the Lovasz extension of the induced set functions $S$ (first case in Theorem 3.1). In the case of hard balanced and hard Cheeger cut the set function $S$ is not submodular. However, in both cases we know an explicit decomposition of the set function $S$ into a difference of submodular functions and thus their Lovasz extension $S$ can be written as a difference of the convex functions. The derivations can be found in the supplementary material.

### 4 Minimization of Ratios of Non-negative Differences of Convex Functions

In [14], the problem of computing the optimal Cheeger cut partition is formulated as a nonlinear eigenproblem. Hein and Bühler show that the second eigenvector of the nonlinear 1-graph Laplacian is equal to the indicator function of the optimal partition. In Theorem 3.1, we have generalized this relation considerably. In this section, we discuss the efficient computation of critical points of the continuous ratios of Theorem 3.1. We propose a general scheme called RatioDCA for minimizing ratios of non-negative differences of convex functions and thus generalizes Algorithm 1 of [14] which could handle only ratios of convex functions. As the optimization problem is non-smooth and non-convex, only convergence to critical points can be guaranteed. However, we will show that for every balanced graph cut criterion our algorithm improves a given partition or it terminates directly. Note that such types of algorithms have been considered for specific graph cut criteria [23, 22, 2].
Each cluster point of the sequence \(s_k\) produced by the RatioDCA is a nonlinear eigenvector with eigenvalue \(\lambda^* = \frac{R(f^*)}{S(f^*)} \in [0, F(f^0)]\) in the sense that it fulfills

\[
0 \in \partial R_1(f^*) - \partial R_2(f^*) - \lambda^* (\partial S_1(f^*) - \partial S_2(f^*)).
\]

If \(S_1 - S_2\) is continuously differentiable at \(f^*\), then \(F\) has a critical point at \(f^*\).

In the balanced graph cut problem (2) we minimize implicitly over non-constant functions. Thus it is important to guarantee that the RatioDCA for this particular problem always converges to a non-constant vector.
Lemma 4.1 For every balanced graph cut problem, the RatioDCA converges to a non-constant \( f^* \) given that the initial vector \( f^0 \) is non-constant.

Now we are ready to state the following key property of our balanced graph clustering algorithm.

Theorem 4.2 Let \((A, \overline{A})\) be a given partition of \( V \) and let \( S : V \to \mathbb{R}_+ \) satisfy one of the conditions stated in Theorem 3.1. If one uses as initialization of RatioDCA, \( f^0 = 1_A \), then either RatioDCA terminates after one step or it yields an \( f^1 \) which after optimal thresholding as in Theorem 3.1 gives a partition \((B, \overline{B})\) which satisfies
\[
\frac{\text{cut}(B, \overline{B})}{S(B)} < \frac{\text{cut}(A, \overline{A})}{S(A)}.
\]

The above “improvement theorem” implies that we can use the result of any other graph partitioning method as initialization. In particular, we can always improve the result of spectral clustering.

4.2 Solution of the Convex Inner Optimization Problems

The performance of RatioDCA depends heavily on how fast we can solve the corresponding inner problem. We propose to use a primal-dual algorithm for the inner problem and show experimentally that this approach yields faster convergence than the FISTA method of [5] which was applied in [14]. Let us restrict our attention to the case where \( R(f) = R_1(f) = \frac{1}{2} \sum_{i,j=1}^n w_{ij} |f_i - f_j| \) and \( S_2 = 0 \). In other words, we apply the RatioDCA algorithm to (2) with \( S = S_1 \) which is what we need, e.g., for the tight relaxations of the Cheeger cut, normalized cut and truncated Cheeger cut families. Hence, the inner problem of the RatioDCA algorithm (line 4) has the form
\[
f^{k+1} = \arg\min_{\|u\|_2 \leq 1} \left\{ \frac{1}{2} \sum_{i,j=1}^n w_{ij} |f_i - f_j| - \lambda^k \langle u, s_1(f^k) \rangle \right\}.
\]

Recently, Arrow-Hurwicz-type primal-dual algorithms have become popular, e.g., in image processing, to solve problems whose objective function consists of the sum of convex terms, cf., e.g., [10, 7]. We propose to use the following primal-dual algorithm of [7] where it is referred to as Algorithm 2. We call this method a primal-dual hybrid gradient algorithm (PDHG) here since this term is used for similar algorithms in the literature. Note that the operator \( P_{\|\cdot\|_\infty \leq 1} \) in the first step is the componentwise projection onto the interval \([-1, 1]\). For the sake of readability, we define the linear operator \( B : \mathbb{R}^V \to \mathbb{R}^E \) by \( Bu = (w_{ij}(u_i - u_j))_{i,j=1}^n \) and its transpose is then
\[
B^T \beta = \left( \sum_{j=1}^n w_{ij} (\beta_{i,j} - \beta_{j,i}) \right)_{i=1}^n.
\]

Algorithm PDHG – Solution of the inner problem of RatioDCA for (2) and \( S \) convex

1: Initialization: \( u^0, \tilde{u}^0, \beta^0 = 0, \gamma, \sigma_0, \tau_0 > 0 \) with \( \sigma_0 \tau_0 \leq 1/\|B\|^2_2 \)
2: repeat
3: \( \beta^{l+1} = P_{\|\cdot\|_\infty \leq 1}(\beta^l + \gamma I_B \tilde{u}^l) \)
4: \( u^{l+1} = \frac{1}{1+\tau_l} \left( u^l - \tau_l (B^T \beta^{l+1} - 2\lambda^k s_1(f^k)) \right) \)
5: \( \theta_l = 1/\sqrt{1+2\gamma \tau_l}, \quad \tau_{l+1} = \theta_l \tau_l, \quad \sigma_{l+1} = \sigma_l / \theta_l \)
6: \( \tilde{u}^{l+1} = u^{l+1} + \theta_l (u^{l+1} - u^l) \)
7: until duality gap < \( \epsilon \)
8: Output: \( f^{k+1} \approx u^{l+1} / \|u^{l+1}\|_2 \)

Although PDHG and FISTA have the same guaranteed converges rates of \( O(1/l^2) \), our experiments show that for clustering applications, PDHG can outperform FISTA substantially. In Fig.1, we illustrate this difference on a toy problem. Note that a single step takes about the same computation time for both algorithms so that the number of iterations is a valid criterion for comparison. In the supplementary material, we also consider the inner problem of RatioDCA for the tight relaxation of the hard balanced cut. Although, in this case we have to deal with \( S_2 \neq 0 \) in the inner problem of RatioDCA, we can derive a similar PDHG method since the objective function is still the sum of convex terms.
5 Experiments

In a first experiment, we study the influence of the different balancing criteria on the obtained clustering. The data is a Gaussian mixture in $\mathbb{R}^{20}$ where the projection onto the first two dimensions is shown in Figure 2 - the remaining 18 dimensions are just noise. The distribution of the 2000 points is $[1200, 600, 200]$. A symmetric $k$-NN-graph with $k = 20$ is built with Gaussian weights $e_{x,k} = \frac{1}{\max_{y \in V} \sigma_{x,y}} \cdot \sigma_{x,k}$ where $\sigma_{x,k}$ is the $k$-NN distance of point $x$. For better interpretation, we report all resulting partitions with respect to all balanced graph cut criteria, cut and the size of the largest component in the following table. The parameter for truncated, hard Cheeger cut and hard balanced cut is set to $K = 200$. One observes that the normalized 1-cut results in a less balanced partition but with a much smaller cut than the Cheeger 1-cut, which is itself less balanced than the hard Cheeger cut. The latter is fully balanced but has an even higher cut. The truncated Cheeger cut has a smaller cut than the hard balanced cut but its partition is not feasible. Note that the hard balanced cut is similar to the normalized 1-cut but achieves smaller cut at the prize of a larger maximal component. Thus, the example nicely shows how the different balance criterion influence the final partition.

![Figure 2: From left to right: Cheeger 1-cut, Normalized 1-cut, truncated Cheeger cut (TCC), hard balanced cut (HBC), hard Cheeger cut (HCC). The criteria are the normalized ones, i.e., the vertex weights are $e_i = d_i$.](Image)

<table>
<thead>
<tr>
<th>Criterion \ Obj.</th>
<th>Cut</th>
<th>Ch. 1-cut</th>
<th>N. 1-cut</th>
<th>TCC$_{200}$</th>
<th>HBC$_{200}$</th>
<th>HCC$_{200}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cheeger 1-cut</td>
<td>408.4</td>
<td>1301</td>
<td>0.099</td>
<td>0.079</td>
<td>2.042</td>
<td>408.4</td>
</tr>
<tr>
<td>Norm. 1-cut</td>
<td>178.3</td>
<td>1775</td>
<td>0.132</td>
<td>0.075</td>
<td>0.892</td>
<td>178.3</td>
</tr>
<tr>
<td>Trunc. Ch. cut</td>
<td>153.6</td>
<td>1945</td>
<td>0.513</td>
<td>0.263</td>
<td>0.768</td>
<td>$\infty$</td>
</tr>
<tr>
<td>Hard bal. cut</td>
<td>175.4</td>
<td>1785</td>
<td>0.134</td>
<td>0.076</td>
<td>0.877</td>
<td>175.4</td>
</tr>
<tr>
<td>Hard Ch. cut</td>
<td>639.2</td>
<td>1000</td>
<td>0.119</td>
<td>0.115</td>
<td>3.196</td>
<td>639.2</td>
</tr>
</tbody>
</table>

Next we perform unnormalized 1-spectral clustering on the full USPS, normal and extended MNIST-datasets (resp. 9298, 70000 and 630000 points) in the same setting as in [14] with no vertex weights, that is $e_i = 1$, $\forall i \in V$. As clustering criterion for multi-partitioning we use the multicut version of the normalized 1-cut, given as $RCut(C_1, \ldots, C_M) = \sum_{i=1}^{M} \frac{cut(C_i, \overline{C_i})}{|C_i|}$. We successively subdivide clusters until the desired number of clusters $(M = 10)$ is reached. This recursive partitioning scheme is used for all methods. In [14] the Cheeger 1-cut has been used which is not compatible with the multi-cut criterion. We expect that using the normalized 1-cut for the bipartitioning steps we should get better results. The results of the other methods for USPS and MNIST (normal) are taken from [14]. Each bipartitioning step is initialized randomly. Out of 100 obtained multi-partitionings we report the results of the best clustering with respect to the multi-cut criterion. The next table shows the obtained $RCut$ and errors.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>USPS 9K/272K</td>
<td>Rcut 0.6629</td>
<td>0.6661</td>
<td>0.6663</td>
<td>0.6676</td>
<td>0.8180</td>
</tr>
<tr>
<td></td>
<td>Error 0.1301</td>
<td>0.1349</td>
<td>0.1309</td>
<td>0.1308</td>
<td>0.1686</td>
</tr>
<tr>
<td>MNIST (Normal)</td>
<td>Rcut 0.1499</td>
<td>0.1507</td>
<td>0.1545</td>
<td>0.1529</td>
<td>0.2252</td>
</tr>
<tr>
<td></td>
<td>Error 0.1236</td>
<td>0.1244</td>
<td>0.1318</td>
<td>0.1293</td>
<td>0.1883</td>
</tr>
<tr>
<td>MNIST (Ext)</td>
<td>Rcut 0.0996</td>
<td>0.0997</td>
<td>–</td>
<td>–</td>
<td>0.1594</td>
</tr>
<tr>
<td></td>
<td>Error 0.1180</td>
<td>0.1223</td>
<td>–</td>
<td>–</td>
<td>0.2297</td>
</tr>
</tbody>
</table>

We see for all datasets improvements in the obtained cut. Also a slight decrease in the obtained error can be observed. The improvements are not so drastic as the clustering is already very good. The problem is that for both datasets one digit is split (0) and two are merged (4 and 9) resulting in seemingly large errors. Similar results hold for the extended MNIST dataset. Note that the resulting error is comparable to recently reported results on semi-supervised learning [18].

1The extended MNIST dataset is generated by translating each original input image of MNIST by one pixel (8 directions).
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