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Abstract

We propose a new sparse Bayesian model for multi-task regression and classification. The model is able to capture correlations between tasks, or more specifically a low-rank approximation of the covariance matrix, while being sparse in the features. We introduce a general family of group sparsity inducing priors based on matrix-variate Gaussian scale mixtures. We show the amount of sparsity can be learnt from the data by combining an approximate inference approach with type II maximum likelihood estimation of the hyperparameters. Empirical evaluations on data sets from biology and vision demonstrate the applicability of the model, where on both regression and classification tasks it achieves competitive predictive performance compared to previously proposed methods.

1 Introduction

Learning multiple related tasks is increasingly important in modern applications, ranging from the prediction of tests scores in social sciences and the classification of protein functions in systems biology to the categorisation of scenes in computer vision and more recently to web search and ranking. In many real life problems multiple related target variables need to be predicted from a single set of input features. A problem that attracted considerable interest in recent years is to label an image with (text) keywords based on the features extracted from that image [26]. In general, this multi-label classification problem is challenging as the number of classes is equal to the vocabulary size and thus typically very large. While capturing correlations between the labels seems appealing it is in practice difficult as it rapidly leads to numerical problems when estimating the correlations.

A naive solution is to learn a model for each task separately and to make predictions using the independent models. Of course, this approach is unsatisfactory as it does not take advantage of all the information contained in the data. If the model is able to capture the task relatedness, it is expected to have generalisation capabilities that are drastically increased. This motivated the introduction of the multi-task learning paradigm that exploits the correlations amongst multiple tasks by learning them simultaneously rather than individually [12]. More recently, the abundant literature on multi-task learning demonstrated that performance indeed improves when the tasks are related [6, 31, 2, 14, 13].

The multi-task learning problem encompasses two main settings. In the first one, for every input, every task produces an output. If we restrict ourselves to multiple regression for the time being, the most basic multi-task model would consider \( P \) correlated tasks\(^1\), the vector of covariates and targets being respectively denoted by \( \mathbf{x}_n \in \mathbb{R}^D \) and \( \mathbf{y}_n \in \mathbb{R}^P \):

\[
\mathbf{y}_n = \mathbf{W}\mathbf{x}_n + \mathbf{\mu} + \mathbf{\epsilon}_n, \quad \mathbf{\epsilon}_n \sim \mathcal{N}(\mathbf{0}, \Sigma),
\]

(1)

where \( \mathbf{W} \in \mathbb{R}^{P \times D} \) is the matrix of weights and \( \mathbf{\mu} \in \mathbb{R}^P \) the task offsets and \( \mathbf{\epsilon}_n \in \mathbb{R}^P \) the vector residual errors with covariance \( \Sigma \in \mathbb{R}^{P \times P} \). In this setting, the output of all tasks is observed for

\(^1\)While it is straightforward to show that the maximum likelihood estimate of \( \mathbf{W} \) would be the same as when considering uncorrelated noise, imposing any prior on \( \mathbf{W} \) would lead to a different solution.
A recent trend in multi-task learning is to consider sparse solutions to facilitate the interpretation. Many formulate the sparse multi-task learning problem in a (relaxed) convex optimization framework [8,22,35,23]. If the regularization constant is chosen using cross-validation, regularization-based approaches often overestimate the support [32] as they select more features than the set that generated the data. Alternatively, one can adopt a Bayesian approach to sparsity in the context of multi-task learning [29,21]. The main advantage of the Bayesian formalism is that it enables us to learn the degree of sparsity supported by the data and does not require the user to specify the type of penalisation in advance.

In this paper, we adopt the first setting for multi-task learning, but we will consider a hierarchical Bayesian model where the entries of $W$ are correlated so that the residual errors are uncorrelated. This is similar in spirit as the approach taken by [18], where tasks are related through a shared kernel matrix. We will consider a matrix-variate prior to simultaneously model task correlations and group sparsity in $W$. A matrix-variate Gaussian prior was used in [35] in a maximum likelihood setting to capture task correlations and feature correlations. While we are also interested in task correlations, we will consider matrix-variate Gaussian scale mixture priors centred at zero to drive entire blocks of $W$ to zero. The Bayesian group LASSO proposed in [30] is a special case. Group sparsity [34] is especially useful in presence of categorical features, which are in general represented as groups of “dummy” variables. Finally, we will allow the covariance to be of low-rank so that we can deal with problems involving a very large number of tasks.

2 Matrix-variate Gaussian prior

Before starting our discussion of the model, we introduce the matrix variate Gaussian as it plays a key role in our work. For a matrix $W \in \mathbb{R}^{P \times D}$, the matrix-variate Gaussian density [16] with mean matrix $M \in \mathbb{R}^{P \times D}$, row covariance $\Omega \in \mathbb{R}^{D \times D}$ and column covariance $\Sigma \in \mathbb{R}^{P \times P}$ is given by

$$
\mathcal{N}(M, \Omega, \Sigma) \propto e^{-\frac{1}{2} \text{vec}(W-M)^{\top}(\Omega \otimes \Sigma)^{-1}\text{vec}(W-M)} \propto e^{-\frac{1}{2} \text{tr}(\Omega^{-1}(W-M)^{\top}\Sigma^{-1}(W-M))}.
$$

(2)

If we let $\Sigma = E(W - M)(W - M)^{\top}$, then $\Omega = E(W - M)(W - M)^{\top}c$ where $c$ ensures the density integrates to one. While this introduces a scale ambiguity between $\Sigma$ and $\Omega$ (easily removed by means of a prior), the use of a matrix-variate formulation is appealing as it makes explicit the structure vec($W$), which is a vector formed by the concatenation of the columns of $W$. This structure is reflected in its covariance matrix which is not of full rank, but is obtained by computing the Kronecker product of the row and the column covariance matrices.

It is interesting to compare a matrix-variate prior for $W$ in (1) with the classical multi-level approach to multiple regression from statistics (see e.g. [20]). In a standard multi-level model, the rows of $W$ are drawn iid from a multivariate Gaussian with mean $m$ and covariance $S$, and $m$ is further drawn from zero mean Gaussian with covariance $R$. Integrating out $m$ leads then to a Gaussian distributed vec($W$) with mean zero and with a covariance matrix that has the block diagonal elements equal to $S + R$ and all off-diagonal elements equal to $R$. Hence, the standard multi-level model assumes a very different covariance structure than the one based on (2) and incidentally cannot learn correlated and anti-correlated tasks simultaneously.

3 A general family of group sparsity inducing priors

We seek a solution for which the expectation of $W$ is sparse, i.e., blocks of $W$ are driven to zero. A straightforward way to induce sparsity, and which would be equivalent to $\ell_1$-regularisation on blocks of $W$, is to consider a Laplace prior (or double exponential). Although applicable in a penalised likelihood framework, the Laplace prior would be computationally hard in a Bayesian setting as it is not conjugate to the Gaussian likelihood. Hence, naively using this prior would prevent us from computing the posterior in closed form, even in a variational setting. In order to circumvent this problem, we take a hierarchical Bayesian approach.
We assume that the marginal prior, or effective prior, on each block $W_i \in \mathbb{R}^{P \times D_i}$ has the form of a matrix-variate Gaussian scale mixture, a generalisation of the multivariate Gaussian scale mixture:

$$p(W_i) = \int_0^\infty \mathcal{N}(0, \gamma_i^{-1} \Omega_i, \Sigma) p(\gamma_i) \, d\gamma_i, \quad \sum_{i=1}^Q D_i = D, \quad (3)$$

where $\Omega_i \in \mathbb{R}^{D_i \times D_i}$, $\Sigma \in \mathbb{R}^{P \times P}$ and $\gamma_i > 0$ is the latent precision (i.e., inverse scale) associated to block $W_i$.

A sparsity inducing prior for $W_i$ can then be constructed by choosing a suitable hyperprior for $\gamma_i$. We impose a generalised inverse Gaussian prior (see Supplemental Appendix A for a formal definition with special cases) on the latent precision variables:

$$\gamma_i \sim \mathcal{N}^{-1}(\omega, \chi, \phi) = \frac{\chi^{-\omega} (\sqrt{\chi \phi})^{\omega}}{2 K_{\omega}(\sqrt{\chi \phi})} e^{-\frac{1}{2}(\chi \gamma_i^{-1} + \phi \gamma_i)}, \quad (4)$$

where $K_{\omega}(\cdot)$ is the modified Bessel function of the second kind, $\omega$ is the index, $\sqrt{\chi \phi}$ defines the concentration of the distribution and $\sqrt{\chi / \phi}$ defines its scale. The effective prior is then a symmetric matrix-variate generalised hyperbolic distribution:

$$p(W_i) \propto K_{\omega + \frac{P D_i}{2}} \left( \sqrt{\chi (\phi + tr\{\Omega_i^{-1} W_i \Sigma^{-1} W_i^\top\})} \right)^{\omega + \frac{P D_i}{2}} e^{-\frac{1}{2} (\chi (\phi + tr\{\Omega_i^{-1} W_i \Sigma^{-1} W_i^\top\})^{-1} W_i \Sigma^{-1} W_i^\top)} \quad (5)$$

The marginal [5] has fat tails compared to the matrix-variate Gaussian. In particular, the family contains the matrix-variate Student-$t$, the matrix-variate Laplace and the matrix-variate Variance-Gamma as special cases. Several of the multivariate equivalents have recently been used as priors to induce sparsity in the Bayesian paradigm, both in the context of supervised [19, 11] and unsupervised linear Gaussian models [4].

### 4 Sparse Bayesian multiple regression

We view $\{W_i\}_{i=1}^Q$, $\{\Omega_i\}_{i=1}^Q$ and $\{\gamma_1, \ldots, \gamma_{D_1}, \ldots, \gamma_1, \ldots, \gamma_{D_Q}\}$ as latent variables that need to be marginalised over. This is motivated by the fact that overfitting is avoided by integrating out all parameters whose cardinality scales with the model complexity, i.e., the number of dimensions and/or the number of tasks. We further introduce a latent projectoin matrix $V \in \mathbb{R}^{P \times K}$ and a set of latent matrices $\{Z_i\}_{i=1}^Q$ to make a low-rank approximation of the column covariance $\Sigma$ as explained below. Note also that $\Omega_i$ captures the correlations of the rows of group $i$. 

---

**Figure 1:** Graphical model for sparse Bayesian multiple regression (when excluding the dashed arrow) and sparse Bayesian multiple classification (when considering all arrows).
The complete probabilistic model is given by
\begin{align}
 y_n | W, x_n & \sim \mathcal{N}(W x_n, \sigma^2 I_p), \\
 W | V, Z_i, \Omega_i, \gamma_i & \sim \mathcal{N}(VZ_i, \gamma_i^{-1} I_p), \\
 Z_i | \Omega_i, \gamma_i & \sim \mathcal{N}(0, \gamma_i^{-1} I_k),
\end{align}
where \( \sigma^2 \) is the residual noise variance and \( \tau \) is residual variance associated to \( W \). The graphical model is shown in Fig. [1] We reparametrise the inverse Wishart distribution and define it as follows:
\begin{equation}
\Omega \sim \mathcal{W}^{-1}(v, \Lambda),
\end{equation}
where \( \Lambda = \sum_{i=1}^{D} \Gamma_i \) and \( \Gamma_i = \frac{\nu_i}{2} [\Gamma_i]^{-1} \).

Using the compact notations \( W = (W_1, \ldots, W_Q), Z = (Z_1, \ldots, Z_Q), \Omega = \text{diag}\{\Omega_1, \ldots, \Omega_Q\} \) and \( \Gamma = \text{diag}\{\gamma_1, \ldots, \gamma_{D_1}, \ldots, \gamma_1, \ldots, \gamma_{D_Q}\} \), we can compute the following marginal:
\begin{align}
p(W | V, \Omega) & \propto \int \mathcal{N}(VZ, \Gamma^{-1} \Omega, \tau I_p) \mathcal{N}(0, \Gamma^{-1} \Omega, I_K) p(\Gamma) d\Gamma
\begin{align}
&= \int \mathcal{N}(0, \Gamma^{-1} \Omega, \tau V^T + \tau I_p) p(\Gamma) d\Gamma.
\end{align}
Thus, the probabilistic model induces sparsity in the blocks of \( W \), while taking correlations between the task parameters into account through the random matrix \( \Sigma \approx V V^T + \tau I_p \). This is especially useful when there is a very large number of tasks.

The latent variables \( Z = \{W, V, Z, \Omega, \Gamma\} \) are inferred by variational EM [27], while the hyperparameters \( \vartheta = \{\sigma^2, \tau, \nu, \lambda, \omega, \chi, \phi\} \) are estimated by type II ML [3, 23]. Using variational inference is motivated by the fact that deterministic approximate inference schemes converge faster than traditional sampling methods such as Markov chain Monte Carlo (MCMC), and their convergence can easily be monitored. The choice of learning the hyperparameters by type II ML is preferred to the option of placing vague priors over them, although this would also be a valid option.

In order to find a tractable solution, we assume that the variational posterior \( q(Z) = q(W, V, Z, \Omega, \Gamma) \) factorises as \( q(W)q(V)q(Z)q(\Omega)q(\Gamma) \) given the data \( D = \{y_n, x_n\}_{n=1}^N \). The variational EM combined to the type II ML estimation of the hyperparameters cycles through the following two steps until convergence:

1. Update of the approximate posterior of the latent variables and parameters for fixed hyperparameters. The update for \( W \) is given by
\begin{equation}
q(W) \propto e^{\langle \ln p(D, Z | \vartheta) \rangle_{q(Z)}}
\end{equation}
where \( Z / W \) is the set \( Z \) with \( W \) removed and \( \langle \cdot \rangle_q \) denotes the expectation with respect to \( q \). The posteriors of the other latent matrices have the same form.

2. Update of the hyperparameters for fixed variational posteriors:
\begin{equation}
\vartheta \leftarrow \text{argmax}_{\vartheta} \langle \ln p(D, Z, \vartheta) \rangle_{q(Z)}.
\end{equation}

Variational EM converges to a local maximum of the log-marginal likelihood. The convergence can be checked by monitoring the variational lower bound, which monotonically increases during the optimisation. Next, we give the explicit expression of the variational EM steps and the updates for the hyperparameters, whereas we show that of the variational bound in the Supplemental Appendix D.

### 4.1 Variational E step (mean field)

Assuming a factorised posterior enables us to compute it in closed form as the priors are each conjugate to the Gaussian likelihood. The approximate posterior is given by
\begin{equation}
q(Z) = \mathcal{N}(M_W, \Omega_W, S_W) \mathcal{N}(M_V, \Omega_V, S_V) \mathcal{N}(M_Z, \Omega_Z, S_Z)
\end{equation}
\begin{align}
&\times \prod_{i} \mathcal{W}^{-1}(v_i, \Lambda_i) \mathcal{N}^{-1}(\omega_i, \chi_i, \phi_i).
\end{align}

The expression of posterior parameters are given in Supplemental Appendix C. The computational bottleneck resides in the inversion of \( \Omega_W \), which is \( O(D^3) \) per iteration. When \( D > N \), we can use the Woodbury identity for a matrix inversion of complexity \( O(N^3) \) per iteration.
4.2 Hyperparameter updates

To learn the degree of sparsity from data we optimise the hyperparameters. There are no closed form updates for \{\omega, \chi, \phi\}. Hence, we need to find the root of the following expressions, e.g., by line search:

\[
\omega : \quad Q \ln \sqrt{\frac{\phi}{\chi}} - \frac{Q}{\phi} \ln K_\omega (\sqrt{\chi} \phi) - \frac{Q}{\phi} \ln \sum_i (\ln \gamma_i) = 0,
\]

\[
\chi : \quad \frac{Q \omega}{\chi} - \frac{Q}{2} \sqrt{\frac{\phi}{\chi}} R_\omega (\sqrt{\chi} \phi) + \frac{1}{2} \sum_i (\gamma_i^{-1}) = 0,
\]

\[
\phi : \quad Q \sqrt{\frac{\phi}{\chi}} R_\omega (\sqrt{\chi} \phi) - \sum_i (\gamma_i) = 0,
\]

where (10) was invoked. Unfortunately, the derivative in the first equation needs to be estimated numerically. When considering special cases of the mixing density such as the Gamma or the inverse Gamma simplified updates are obtained and no numerical differentiation is required.

Due to space constraints, we omit the type II ML updates for the other hyperparameters.

4.3 Predictions

Predictions are performed by Bayesian averaging. The predictive distribution is approximated as follows:

\[
p(y_t | x_t) \approx \int p(y_t | W, x_t) q(W) dW = N(M_W x_t, \sigma^2 + x_t' \Omega_W x_t) I_P.
\]

5 Sparse Bayesian multiple classification

We restrict ourselves to multiple binary classifiers and consider a probit model in which the likelihood is derived from the Gaussian cumulative density. A probit model is equivalent to a Gaussian noise and a step function likelihood. Let \( t_n \in \mathbb{R}^P \) be the class label vectors, with \( t_{np} \in \{-1, +1\} \) for all \( n \). The likelihood is replaced by

\[
t_n | y_n \sim \prod_p I(t_{np} y_{np}), \quad y_n | W, x_n \sim N(W x_n, \sigma^2 I_P),
\]

where \( I(z) = 1 \) for \( z \geq 0 \) and 0 otherwise. The rest of the model is as before; we will set \( \sigma = 1 \).

The latent variables to infer are now \( Y \) and \( Z \). Again, we assume a factorised posterior. We further assume the variational posterior \( q(Y) \) is a product of truncated Gaussians (see Supplemental Appendix B):

\[
q(Y) \propto \prod_n \prod_p I(t_{np} y_{np}) N(\nu_{np}, 1) = \prod_{t_{np} = +1} N_+(\nu_{np}, 1) \prod_{t_{np} = -1} N_-(\nu_{np}, 1),
\]

where \( \nu_{np} \) is the \( p^{th} \) entry of \( \nu_n = M_W x_n \). The other variational and hyperparameter updates are unchanged, except that \( Y \) is replaced by matrix \( \nu_\pm \). The elements of \( \nu_\pm \) are defined in (10).

5.1 Bayesian classification

In Bayesian classification the goal is to predict the label with highest posterior probability. Based on the variational approximation we propose the following classification rule:

\[
\hat{t}_* = \arg \max_{t_*} P(t_* | T) \approx \arg \max_{t_*} \prod_p \int N_{t_{sp}}(\nu_{sp}, 1) d\gamma_{sp} = \arg \max_{t_*} \prod_p \Phi(t_{sp} \nu_{sp}),
\]

where \( \nu_\pm = M_W x_\pm \). Hence, to decide whether the label \( t_{sp} \) is \(-1\) or \(+1\) it is sufficient to use the sign of \( \nu_{sp} \) as the decision rule. However, the probability \( P(t_{sp} | T) \) tells us also how confident we are in the prediction we make.
Figure 2: Results for the ground truth data set. Top left: Prediction accuracy on a test set as a function of training set size. Top right: Estimated and true $\Sigma$ (top), true underlying sparsity pattern (middle) and inverse of the posterior mean of $\{\gamma_i\}$, showing that the sparsity is correctly captured (bottom). Bottom diagrams: Hinton diagram of true $W$ (bottom), ordinary least squares learnt $W$ (middle) and the sparse Bayesian multi-task learnt $W$ (top). The ordinary least squares learnt $W$ contains many non-zero elements.

6 A model study with ground truth data

To understand the properties of the model we study a regression problem with known parameters. Figure 2 shows the results for 5 tasks and 50 features. Matrix $W$ is drawn using $V = [\sqrt{.9}, \sqrt{.9}, \sqrt{.9}, -\sqrt{.9}, -\sqrt{.9}]$ and $\tau = 0.1$, i.e. the covariance for $\text{vec}(W)$ has 1’s on the diagonal and $\pm .9$ on the off-diagonal elements. The first three tasks and the last two tasks are positively correlated. There is a negative correlation between the two groups. The active features are randomly selected among the 50 candidate features. We evaluate the models with $10^4$ test points and repeated the experiment 25 times. Gaussian noise was added to the targets ($\sigma = 0.1$).

It can be observed that the proposed model performs better and converges faster to the optimal performance when the data set size increases compared ordinary least squares. Note also that both $\Sigma$ and the sparsity pattern are correctly identified.
Table 1: Performance (with standard deviation) of classification tasks on Yeast and Scene data sets in terms of accuracy and AUC. LR: Bayesian logistic regression; Pooling: pooling all data and learning a single model; Xue: the matrix stick-breaking process based multi-task learning model proposed in [33]. \( K = 10 \) for the proposed models (i.e., Laplace, Student-t, and ARD). Note that the first five rows for Yeast and Scene data sets are reported in [29]. The reported performances are averaged over five randomized repetitions.

<table>
<thead>
<tr>
<th>Model</th>
<th>Yeast</th>
<th>Scene</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>AUC</td>
</tr>
<tr>
<td>LR</td>
<td>0.5047±0.0062</td>
<td>0.5049±0.0063</td>
</tr>
<tr>
<td>Pool</td>
<td>0.4983±0.0061</td>
<td>0.5112±0.0062</td>
</tr>
<tr>
<td>Xue [33]</td>
<td>0.5106±0.0062</td>
<td>0.5105±0.0062</td>
</tr>
<tr>
<td>Model-1 [29]</td>
<td>0.5212±0.0062</td>
<td>0.5244±0.0062</td>
</tr>
<tr>
<td>Model-2 [29]</td>
<td>0.5424±0.0062</td>
<td>0.5406±0.0062</td>
</tr>
<tr>
<td>Chen [15]</td>
<td>NA</td>
<td>0.7987±0.0044</td>
</tr>
<tr>
<td>Laplace</td>
<td>0.7987±0.0017</td>
<td>0.8349±0.0020</td>
</tr>
<tr>
<td>Student</td>
<td>0.7988±0.0017</td>
<td>0.8349±0.0019</td>
</tr>
<tr>
<td>ARD</td>
<td>0.7987±0.0020</td>
<td>0.8349±0.0020</td>
</tr>
</tbody>
</table>

7 Multi-task classification experiments

In this section, we evaluate the proposed model on two data sets: Yeast \[17\] and Scene \[9\], which have been widely used as testbeds to evaluate multi-task learning approaches \[28, 29, 15\]. To demonstrate the superiority of the proposed models, we conduct systematic empirical evaluations including the comparisons with (1) Bayesian logistic regression (BLR) that learns tasks separately, (2) a pooling model that pools data together and learns a single model collectively, and (3) the state-of-the-art multi-task learning methods proposed in \[33, 29, 15\].

We follow the experimental setting as introduced in \[29\] for fair comparisons, and omit the detailed setting due to space limitation. We evaluate all methods for the classification task using two metrics: (1) overall accuracy at a threshold of zero and (2) the average area under the curve (AUC). Results on the Yeast and Scene data sets using these two metrics are reported in Table 7. It is interesting to note that even for small values of \( K \) (fewer parameters in the column covariance) the proposed model achieves good results. We also study how the performances vary with different \( K \) on a tuning set, and observe that there are no significant differences on performances using different \( K \) (not shown in the paper). The results in Table 7 were produced with \( K = 10 \).

The proposed models (Laplace, Student-t, ARD) significantly outperform the Bayesian logistic regression approach that learns each task separately. This observation agrees with the previous work \[6, 31, 2, 5\] demonstrating that the multi-task approach is beneficial over the naive approach of learning tasks separately. For the Yeast data set, the proposed models are significantly better than “Xue” \[33\], Model-1 and Model-2 \[29\], and the best performing model in \[15\]. For the Scene data set, our models and the model in \[15\] show comparable results.

The advantage of using hierarchical priors is particularly evident in a low data regime. To study the impact of training set size on performance, we report the accuracy and AUC as functions of the training set sizes in Figure 3. For this experiment, we use a single test set of size 1196, which replicates the experimental setup in \[29\]. Figure 3 shows that the proposed Bayesian methods perform well overall, but that the performances are not significantly impacted when the number of data is small. Similar results were obtained for the Yeast data set.

8 Conclusion

In this work we proposed a Bayesian multi-task learning model able to capture correlations between tasks and to learn the sparsity pattern of the data features simultaneously. We further proposed a low-rank approximation of the covariance to handle a very large number of tasks. Combining low-rank and sparsity at the same time has been a long open standing issue in machine learning. Here, we are able to achieve this goal by exploiting the special structure of the parameters set. Hence, the
proposed model combines sparsity and low-rank in a different manner than in [10], where a sum of a sparse and low-rank matrix is considered.

By considering a matrix-variate Gaussian scale mixture prior we extended the Bayesian group LASSO to a more general family of group sparsity inducing priors. This suggests the extension of current Bayesian methodology to learn structured sparsity from data in the future. A possible extension is to consider the graphical LASSO to learn sparse precision matrices $\Omega^{-1}$ and $\Sigma^{-1}$. A similar approach was explored in [35].
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