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A Exact Formulation of the Sufficient Conditions

In this section, we give a mathematically rigorous formulation of the sufficient conditions discussed in the main paper. For that we will need some additional notation.

First of all, it will be convenient to define a scaled version of our distance measure $d_D(\mathbf{A}_k(S_1), \mathbf{A}_k(S_2))$ between clusterings. Formally, define the random variable

$$d_m^D(\mathbf{A}_k(S_1), \mathbf{A}_k(S_2)) := \sqrt{m} \mathbb{P}_{x \sim D} \left( \arg\max_i f_{\widehat{\theta},i}(x) \neq \arg\max_i f_{\widehat{\theta}',i}(x) \right),$$

where $\theta, \theta' \in \Theta$ are the solutions returned by $\mathbf{A}_k(S_1), \mathbf{A}_k(S_2)$, and $S_1, S_2$ are random samples, each of size $m$, drawn i.i.d from the underlying distribution $D$. The scaling by the square root of the sample size will allow us to analyze the non-trivial asymptotic behavior of these distance measures, which without scaling simply converge to zero in probability as $m \to \infty$.

For some $\epsilon > 0$ and a set $S \subseteq \mathbb{R}^n$, let $B_\epsilon(S)$ be the $\epsilon$-neighborhood of $S$, namely

$$B_\epsilon(S) := \left\{ x \in \mathcal{X} : \inf_{y \in S} \|x - y\|_2 \leq \epsilon \right\}.$$

In this paper, when we talk about neighborhoods in general, we will always assume they are uniform (namely, contain an $\epsilon$-neighborhood for some positive $\epsilon$).

We will also need to define the following variant of $d_m^D(\mathbf{A}_k(S_1), \mathbf{A}_k(S_2))$, where we restrict ourselves to the mass in some subset of $\mathbb{R}^n$. Formally, we define the restricted distance between two clusterings, with respect to a set $B \subseteq \mathbb{R}^n$, as

$$d_m^D(\mathbf{A}_k(S_1), \mathbf{A}_k(S_2), B) := \sqrt{m} \mathbb{P}_{x \sim D} \left( \arg\max_i f_{\widehat{\theta},i}(x) \neq \arg\max_i f_{\widehat{\theta}',i}(x) \wedge x \in B \right). \quad (1)$$

In particular, $d_m^D(\mathbf{A}_k(S_1), \mathbf{A}_k(S_2), B_{r/\sqrt{m} + \cup_i F_{\theta_0,i,j}})$ refers to the mass which switches clusters, and is also inside an $r/\sqrt{m}$-neighborhood of the limit cluster boundaries (where the boundaries are defined with respect to $f_{\theta_0}(\cdot)$). Once again, when $S_1, S_2$ are random samples, we can think of it as a random variable with respect to drawing and clustering $S_1, S_2$.

Conditions. The following conditions shall be assumed to hold:

1. Consistency Condition: $\theta$ converges in probability (over drawing and clustering a sample of size $m$, $m \to \infty$) to some $\theta_0 \in \Theta$. Furthermore, the association of clusters to indices $\{1, \ldots, k\}$ is constant in some neighborhood of $\theta_0$.

2. Central Limit Condition: $\sqrt{m}(\widehat{\theta} - \theta_0)$ converges in distribution to a multivariate zero mean Gaussian random variable $Z$. 

3. Regularity Conditions:

(a) \(f_\theta(x)\) is Sufficiently Smooth: For any \(\theta\) in some neighborhood of \(\theta_0\), and any \(x\) in some neighborhood of the cluster boundaries \(\bigcup_{i,j} F_{\theta_0, i,j}\), \(f_\theta(x)\) is twice continuously differentiable with respect to \(\theta\), with a non-zero first derivative and uniformly bounded second derivative for any \(x\). Both \(f_{\theta_0}(x)\) and \(\langle \partial f_\theta / \partial \theta \rangle f_{\theta_0}(x)\) are twice differentiable with respect to any \(x \in \mathcal{X}\), with a uniformly bounded second derivative.

(b) Limit Cluster Boundaries are Reasonably Nice: For any two clusters \(i, j\), \(F_{\theta_0, i,j}\) is either empty, or a compact, non-self-intersecting, orientable \(n-1\) dimensional hypersurface in \(\mathbb{R}^n\) with finite positive volume, a boundary (edge), and with a neighborhood contained in \(\mathcal{X}\) in which the underlying density function \(p(\cdot)\) is continuous. Moreover, the gradient \(\nabla (f_{\theta_0,i}(\cdot) - f_{\theta_0,j}(\cdot))\) has positive magnitude everywhere on \(F_{\theta_0, i,j}\).

(c) Intersections of Cluster Boundaries are Relatively Negligible: For any two distinct non-empty cluster boundaries \(F_{\theta_0, i,j}, F_{\theta_0, i', j'}\), we have that

\[
\frac{1}{\epsilon} \int_{\mathcal{X}} \mathbb{I}_{\{F_{\theta_0, i,j} \cap F_{\theta_0, i', j'} \cap B_{\epsilon} (F_{\theta_0, i,j}) \cap B_{\epsilon} (F_{\theta_0, i', j'})\}} 1 \, dx = \frac{1}{\epsilon} \int_{\mathcal{X}} \mathbb{I}_{\{\partial F_{\theta_0, i,j}\}} 1 \, dx
\]

converge to 0 as \(\epsilon, \delta \to 0\) (in any manner), where \(\partial F_{\theta_0, i}\) is the edge of \(F_{\theta_0, i,j}\).

(d) Minimal Parametric Stability: It holds for some \(\delta > 0\) that

\[
\Pr\left( d_B^m (A_k(S_1), A_k(S_2)) \neq d_B^m (A_\theta(S_1), A_\theta(S_2), B_{\epsilon / \sqrt{m}}(\bigcup_{i,j} F_{\theta_0, i,j})) \right) = O(r^{-3-\delta}) + o(1),
\]

where \(o(1) \to 0\) as \(m \to \infty\). Namely, the mass of \(D\) which switches between clusters is with high probability inside thin strips around the limit cluster boundaries, and this high probability increases at least polynomially as the width of the strips increase (see below for a further discussion of this).

The regularity assumptions are relatively mild, and can usually be inferred based on the consistency and central limit conditions, as well as the the specific clustering framework that we are considering. For example, condition 3e and the assumptions on \(F_{\theta_0, i,j}\) in condition 3b are fulfilled in a clustering framework where the clusters are separated by hyperplanes. As to condition 3d, suppose our clustering framework is such that the cluster boundaries depend on \(\hat{\theta}\) in a smooth manner. Then the asymptotic normality of \(\hat{\theta}\), with variance \(O(1/m)\), and the compactness of \(\mathcal{X}\), will generally imply that the cluster boundaries obtained from clustering a sample are contained with high probability inside strips of width \(O(1/\sqrt{m})\) around the limit cluster boundaries. More specifically, the asymptotic probability of this happening for strips of width \(r/\sqrt{m}\) will be exponentially high in \(r\), due to the asymptotic normality of \(\hat{\theta}\). As a result, the mass which switches between clusters, when we compare two independent clusterings, will be in those strips with probability exponentially high in \(r\). Therefore, condition 3d will hold by a large margin, since only polynomially high probability is required there.

B Proofs - General Remarks

The proofs will use the additional notation and the sufficient conditions, as presented in Sec. A.

Throughout the proofs, we will sometimes use the stochastic order notation \(O_p(\cdot)\) and \(o_p(\cdot)\) (cf. [8]), defined as follows. Let \(\{X_m\}\) and \(\{Y_m\}\) be sequences of random vectors, defined on the same probability space. We write \(X_m = O_p(Y_m)\) to mean that for each \(\epsilon > 0\) there exists a real number \(M\) such that \(\Pr(||X_m|| > M ||Y_m||) < \epsilon\) if \(m\) is large enough. We write \(X_m = o_p(Y_m)\) to mean that \(\Pr(||X_m|| < \epsilon ||Y_m||) \to 0\) for each \(\epsilon > 0\). Notice that \(\{Y_m\}\) may also be non-random. For example, \(X_m = o_p(1)\) means that \(X_m \to 0\) in probability. When we write for example \(X_m = Y_m + o_p(1)\), we mean that \(X_m - Y_m = o_p(1)\).

C Proof of Proposition 1

By condition 3a, \(f_\theta(x)\) has a first order Taylor expansion with respect to any \(\hat{\theta}\) close enough to \(\theta_0\), with a remainder term uniformly bounded for any \(x\):

\[
f_\theta(x) = f_{\theta_0}(x) + \left( \frac{\partial f_\theta}{\partial \theta} f_{\theta_0}(x) \right) ^\top (\hat{\theta} - \theta_0) + o(||\hat{\theta} - \theta_0||).
\]
By the asymptotic normality assumption, $\sqrt{m}\|\hat{\theta} - \theta_0\| = O_p(1)$, hence $\|\hat{\theta} - \theta_0\| = O_p(1/\sqrt{m})$. Therefore, we get from Eq. (2) that

$$\sqrt{m} \left( f_{\hat{\theta}}(x) - f_{\theta_0}(x) \right) = \left( \frac{\partial}{\partial \theta} f_{\theta_0}(x) \right)^\top \left( \sqrt{m}(\hat{\theta} - \theta_0) \right) + o_p(1), \quad (3)$$

where the remainder term $o_p(1)$ does not depend on $x$. By regularity condition 3a and compactness of $\mathcal{X}$, $(\partial/\partial \theta)f_{\theta_0}(\cdot)$ is a uniformly bounded vector-valued function from $\mathcal{X}$ to the Euclidean space in which $\Theta$ resides. As a result, the mapping $\theta \mapsto ((\partial/\partial \theta)f_{\theta_0}(\cdot))^\top \theta$ is a mapping from $\Theta$, with the metric induced by the Euclidean space in which it resides, to the space of all uniformly bounded $\mathbb{R}^k$-valued functions on $\mathcal{X}$. We can turn the latter space into a metric space by equipping it with the obvious extension of the supremum norm (namely, for any two functions $f(\cdot), g(\cdot)$, $\|f - g\| := \sup_{x \in \mathcal{X}} \|f(x) - g(x)\|_{\infty}$, where $\| \cdot \|_{\infty}$ is the infinity norm in Euclidean space). With this norm, the mapping above is a continuous mapping between two metric spaces. We also know that $\sqrt{m}(\hat{\theta} - \theta_0)$ converges in distribution to a multivariate Gaussian random variable $Z$. By the continuous mapping theorem [8] and Eq. (3), this implies that $\sqrt{m}(f_{\hat{\theta}}(\cdot) - f_{\theta_0}(\cdot))$ converges in distribution to a Gaussian process $G(\cdot)$, where

$$G(\cdot) := \left( \frac{\partial}{\partial \theta} f_{\theta_0}(\cdot) \right)^\top Z. \quad (4)$$

### D Proof of Thm. 1

#### D.1 A High Level Description of the Proof

The full proof of Thm. 1 is rather long and technical, mostly due to the many technical subtleties that need to be taken care of. Since these might obscure the main ideas, we present here separately a general overview of the proof, without the finer details.

The purpose of the stability estimator $\hat{\imath}_m^k$ scaled by $\sqrt{m}$, boils down to trying to assess the "expected" value of the random variable $d_B^m(\hat{\kappa}(S_1), \hat{\kappa}(S_2))$: we estimate $q$ instantiations of $d_B^m(\hat{\kappa}(S_1), \hat{\kappa}(S_2))$, and take their average. Our goal is to show that this average, taking $m \to \infty$, is likely to be close to the value $\operatorname{instab}(\hat{\kappa}, D)$ as defined in the theorem. The most straightforward way to go about it is to prove that $\operatorname{instab}(\hat{\kappa}, D)$ actually equals $\lim_{m \to \infty} \operatorname{Ed}(d_B^m(\hat{\kappa}(S_1), \hat{\kappa}(S_2)))$, and then use some large deviation bound to prove that $\sqrt{m} \hat{\imath}_m^k$ is indeed close to it with high probability, if $q$ is large enough. Unfortunately, computing $\lim_{m \to \infty} \operatorname{Ed}(d_B^m(\hat{\kappa}(S_1), \hat{\kappa}(S_2)))$ is problematic. The reason is that the convergence tools at our disposal deals with convergence in distribution of random variables, but convergence in distribution does not necessarily imply convergence of expectations. In other words, we can try and analyze the asymptotic distribution of $d_B^m(\hat{\kappa}(S_1), \hat{\kappa}(S_2))$, but the expected value of this asymptotic distribution is not necessarily the same as $\lim_{m \to \infty} \operatorname{Ed}(d_B^m(\hat{\kappa}(S_1), \hat{\kappa}(S_2)))$. As a result, we will have to take a more indirect route.

Here is the basic idea: instead of analyzing the asymptotic expectation of $d_B^m(\hat{\kappa}(S_1), \hat{\kappa}(S_2))$, we analyze the asymptotic expectation of a different random variable, $\operatorname{Ed}(d_B^m(\hat{\kappa}(S_1), \hat{\kappa}(S_2), B)$, which was formally defined in Eq. (1). Informally, recall that $d_B^m(\hat{\kappa}(S_1), \hat{\kappa}(S_2))$ is the mass of the underlying distribution $D$ which switches between clusters, when we draw and cluster two independent samples of size $m$. Then $d_B^m(\hat{\kappa}(S_1), \hat{\kappa}(S_2), B)$ measures the subset of this mass, which lies inside some $B \subseteq \mathbb{R}^n$. In particular, following the notation of Sec. A, we will pick $B$ to be $d_B^m(\hat{\kappa}(S_1), \hat{\kappa}(S_2), B_{r/\sqrt{m}}(\cup_{i,j} f_{\theta_0,i,j}))$ for some $r > 0$. In words, this constitutes strips of width $r/\sqrt{m}$ around the limit cluster boundaries. Writing the above expression for $B$ as $B_{r/\sqrt{m}}$, we have that if $r$ be large enough, then $d_B^m(\hat{\kappa}(S_1), \hat{\kappa}(S_2), B_{r/\sqrt{m}})$ is equal to $\operatorname{Ed}(d_B^m(\hat{\kappa}(S_1), \hat{\kappa}(S_2)))$ with very high probability over drawing and clustering a pair of samples, for any large enough sample size $m$. Basically, this is because the fluctuations of the cluster boundaries, based on drawing and clustering a random sample of size $m$, cannot be too large, and therefore the mass which switches clusters is concentrated around the limit cluster boundaries, if $m$ is large enough.

The advantage of the ‘surrogate’ random variable $d_B^m(\hat{\kappa}(S_1), \hat{\kappa}(S_2), B_{r/\sqrt{m}})$ is that it is bounded for any finite $r$, unlike $d_B^m(\hat{\kappa}(S_1), \hat{\kappa}(S_2))$. With bounded random variables, convergence in distribution does imply convergence of expectations, and as a result we are able to calculate $\lim_{m \to \infty} \operatorname{Ed}(d_B^m(\hat{\kappa}(S_1), \hat{\kappa}(S_2), B_{r/\sqrt{m}}))$ explicitly. This will turn out to be very close to
Theorem D.1. Let \( r > 0 \). Assuming the set of conditions from Sec. A holds, \( \lim_{m \to \infty} \mathbb{E} d^m_D(A_k(S_1), A_k(S_2), B_{r/\sqrt{m}}(\cup_{i,j} F_{\theta_{0,i,j}})) \) is equal to

\[
2 \left( \frac{1}{\sqrt{\pi}} - h(r) \right) \sum_{1 \leq i < j \leq k} \int_{F_{\theta_{0,i,j}}} p(x) \sqrt{\text{Var}(G_i(x) - G_j(x))} \frac{\|\nabla (f_{\theta_{0,i,j}}(x) - f_{\theta_{0,j,i}}(x))\|}{\|\nabla G_i(x)\|} dx,
\]

where \( h(r) = O(\exp(-r^2)) \).
To prove this result, we will need several technical lemmas.

**Lemma D.1.** Let $S$ be a hypersurface in $\mathbb{R}^n$ which fulfill the regularity conditions 3b and 3c for any $F_{\theta_0,i,j}$, and let $g(\cdot)$ be a continuous real function on $\mathcal{X}$. Then for any $\epsilon > 0$,

$$
\frac{1}{\epsilon} \int_{B_\epsilon(S)} g(x) dx = \frac{1}{\epsilon} \int_{S} \int_{-\epsilon}^{\epsilon} g(x + \gamma n_x) dy dx + o(1),
$$

where $n_x$ is a unit normal vector to $S$ at $x$, and $o(1) \to 0$ as $\epsilon \to 0$.

**Proof.** Let $B'_\epsilon(S)$ be a strip around $S$, composed of all points which are on some normal to $S$ and close enough to $S$:

$$
B'_\epsilon(S) := \{ y \in \mathbb{R}^n : \exists x \in S, \exists y \in [-\epsilon, \epsilon], y = x + \gamma n_x \}.
$$

Since $S$ is orientable, then for small enough $\epsilon > 0$, $B'_\epsilon(S)$ is diffeomorphic to $S \times [-\epsilon, \epsilon]$. In particular, the map $\phi : S \times [-\epsilon, \epsilon] \to B'_\epsilon(S)$, defined by

$$
\phi(x, y) = x + y n_x
$$

will be a diffeomorphism. Let $D\phi(x, y)$ be the Jacobian of $\phi$ at the point $(x, y) \in S \times [-\epsilon, \epsilon]$. Note that $D\phi(x, 0) = 1$ for every $x \in S$.

We now wish to claim that as $\epsilon \to 0$,

$$
\frac{1}{\epsilon} \int_{B_\epsilon(S)} g(x) dx = \frac{1}{\epsilon} \int_{B'_\epsilon(S)} g(x) dx + o(1).
$$

To see this, we begin by noting that $B'_\epsilon(S) \subseteq B_\epsilon(S)$. Moreover, any point in $B_\epsilon(S) \setminus B'_\epsilon(S)$ has the property that its projection to the closest point in $S$ is not a normal to $S$, and thus must be $\epsilon$-close to the edge of $S$. As a result of regularity condition 3c for $S$, and the fact that $g(\cdot)$ is continuous and hence uniformly bounded in the volume of integration, we get that the integration of $g(\cdot)$ over $B_\epsilon \setminus B'_\epsilon$ is asymptotically negligible (as $\epsilon \to 0$), and hence Eq. (7) is justified.

By the change of variables theorem from multivariate calculus, followed by Fubini’s theorem, and using the fact that $D\phi$ is continuous and equals 1 on $S \times \{0\}$,

$$
\frac{1}{\epsilon} \int_{B'_\epsilon(S)} g(x) dx = \frac{1}{\epsilon} \int_{S \times [-\epsilon, \epsilon]} g(x + y n_x) D\phi(x, y) dy dx
$$

$$
= \frac{1}{\epsilon} \int_{-\epsilon}^{\epsilon} \left( \int_{S} g(x + y n_x) D\phi(x, y) dx \right) dy
$$

$$
= \frac{1}{\epsilon} \int_{-\epsilon}^{\epsilon} \left( \int_{S} g(x + y n_x) dx \right) dy + o(1),
$$

where $o(1) \to 0$ as $\epsilon \to 0$. Combining this with Eq. (7) yields the required result. \qed

**Lemma D.2.** Let $(g_m : \mathcal{X} \to \mathbb{R})_{m=1}^\infty$ be a sequence of integrable functions, such that $g_m(x) \to 0$ uniformly for all $x$ as $m \to \infty$. Then for any $i, j \in \{1, \ldots, k\}, i \neq j$,

$$
\int_{B_\epsilon(\sqrt{m}F_{\theta_0, i,j})} \sqrt{m} g_m(x) p(x) dx \to 0
$$

as $m \to \infty$

**Proof.** By the assumptions on $(g_m(\cdot))_{m=1}^\infty$, there exists a sequence of positive constants $(b_m)_{m=1}^\infty$, converging to 0, such that

$$
\left| \int_{B_\epsilon(\sqrt{m}F_{\theta_0, i,j})} \sqrt{m} g_m(x) p(x) dx \right| \leq b_m \int_{B_\epsilon(\sqrt{m}F_{\theta_0, i,j})} \sqrt{m} p(x) dx.
$$
We claim that the r.h.s of Eq. (8) converges to $c$ for any random variable $X$ such that $\Pr(y \leq c) < b$. Therefore, recalling that $\sqrt{m} = \Theta(\sqrt{m})$, we have that as $m \to \infty$, 
\[
 b_m \sqrt{m} \int_{B_{r/m}(f_{\theta_0},x)} p(x)dx = b_m \sqrt{m} \int_{f_{\theta_0},x} \int_{-r/\sqrt{m}}^{r/\sqrt{m}} p(x + y\sqrt{m})dydx + o(1)
\]
\[
 \leq b_m \sqrt{m} \frac{C}{\sqrt{m}} + o(1) = b_m C + o(1)
\]
for some constant $C$ dependant on $r$ and the upper bound on $p(\cdot)$. Since $b_m$ converge to 0, we have that the expression in the lemma converges to 0 as well.

**Lemma D.3.** Let $(X_m)$ and $(Y_m)$ be a sequence of real random variables, such that $X_m, Y_m$ are defined on the same probability space, and $X_m - Y_m$ converges to 0 in probability. Assume that $Y_m$ converges in distribution to a continuous random variable $Y$. Then $|\Pr(X_m \leq c) - \Pr(Y_m \leq c)|$ converges to 0 uniformly for all $c \in \mathbb{R}$.

**Proof.** We will use the following standard fact (see for example section 7.2 of [4]): for any two real random variables $A, B$, any $c \in \mathbb{R}$ and any $\epsilon > 0$, it holds that
\[
 \Pr(A \leq c) \leq \Pr(B \leq c + \epsilon) + \Pr(|A - B| > \epsilon).
\]
From this inequality, it follows that for any $c \in \mathbb{R}$ and any $\epsilon > 0$,
\[
 |\Pr(X_m \leq c) - \Pr(Y_m \leq c)| \leq \left( \Pr(Y_m \leq c + \epsilon) - \Pr(Y_m \leq c) \right) + \left( \Pr(Y_m \leq c) - \Pr(Y_m \leq c - \epsilon) \right) + \Pr(|X_m - Y_m| \geq \epsilon). \tag{8}
\]

We claim that the r.h.s of Eq. (8) converges to 0 uniformly for all $c$, from which the lemma follows. To see this, we begin by noticing that $\Pr(|X_m - Y_m| \geq \epsilon)$ converges to 0 for any $\epsilon$ by definition of convergence in probability. Next, $\Pr(Y_m \leq c')$ converges to $\Pr(Y \leq c')$ uniformly for all $c' \in \mathbb{R}$, since $Y$ is continuous (see section 1 of [6]). Moreover, since $Y$ is a continuous random variable, we have that its distribution function is uniformly continuous, hence $\Pr(Y \leq c + \epsilon) - \Pr(Y \leq c) = \Pr(Y \leq c) - \Pr(Y \leq c - \epsilon)$ converges to 0 as $\epsilon \to 0$, uniformly for all $c$. Therefore, by letting $m \to \infty$, and $\epsilon \to 0$ at an appropriate rate compared to $m$, we have that the l.h.s of Eq. (8) converges to 0 uniformly for all $c$.

**Lemma D.4.** $\Pr(\langle a, \sqrt{m}(f_{\theta}(x) - f_{\theta_0}(x)) \rangle < b)$ converges to $\Pr(\langle a, G(x) \rangle < b)$ uniformly for any $x \in X$, any $a \neq 0$ in some bounded subset of $\mathbb{R}^k$, and any $b \in \mathbb{R}$.

**Proof.** By Eq. (3),
\[
 \sqrt{m} \left( f_{\theta}(x) - f_{\theta_0}(x) \right) = \left( \frac{\partial}{\partial \theta} f_{\theta_0}(x) \right)^\top \left( \sqrt{m}(\hat{\theta} - \theta_0) \right) + o_p(1).
\]

Where the remainder term does not depend on $x$. Thus, for any $a$ in a bounded subset of $\mathbb{R}^k$,
\[
 \langle a, \sqrt{m} \left( f_{\theta}(x) - f_{\theta_0}(x) \right) \rangle = \left\langle a, \left( \frac{\partial}{\partial \theta} f_{\theta_0}(x) \right)^\top \sqrt{m}(\hat{\theta} - \theta_0) \right\rangle + o_p(1), \tag{9}
\]

Where the convergence in probability is uniform for all bounded $a$ and $x \in X$.

We now need to use a result which tells us when is a convergence in distribution uniform. Using thm. 4.2 in [6], we have that if a sequence of random vectors $(X_m)_{m=1}^\infty$ in Euclidean space converge to a random variable $X$ in distribution, then $\Pr(y \leq b)$ converges to $\Pr(y \leq b)$ uniformly for any vector $y$ and $b \in \mathbb{R}$. We note that a stronger result (Thm. 6 in [2]) apparently allows us to extend this to cases where $X_m$ and $X$ reside in some infinite dimensional, separable Hilbert space (for example, if $\Theta$ is a subset of an infinite dimensional reproducing kernel Hilbert space in kernel clustering). Therefore, recalling that $\sqrt{m}(\hat{\theta} - \theta_0)$ converges in distribution to a random normal vector $Z$, we have that uniformly for all $x, a, b$.
\[ \Pr \left( \left\langle a \left( \frac{\partial}{\partial \theta} f_{\theta_0}(x) \right)^\top, \sqrt{m}(\theta - \theta_0) \right\rangle < b \right) = \Pr \left( \left\langle a \left( \frac{\partial}{\partial \theta} f_{\theta_0}(x) \right)^\top, Z \right\rangle < b \right) + o(1) \]

\[ = \Pr \left( \left\langle a, G(x) \right\rangle < b \right) + o(1) \]  

(10)

Here we think of \( a((\partial/\partial \theta) f_{\theta_0}(x))^\top \) as the vector \( y \) to which we apply the theorem. By regularity condition 3a, and assuming \( a \neq 0 \), we have that \( \left\langle a((\partial/\partial \theta) f_{\theta_0}(x))^\top, Z \right\rangle \) is a continuous random variable for any \( x \), unless \( Z = 0 \) in which case the lemma is trivial. Therefore, the conditions of Lemma D.3 apply: the two sides of Eq. (9) give us two sequences of random variables which converge in probability to each other, and by Eq. (10) we have convergence in distribution of one of the sequences to a fixed continuous random variable. Therefore, using Lemma D.3, we have that

\[ \Pr \left( \left\langle a, \sqrt{m} \left( f_{\theta_0}(x) - f_{\theta_0}(x) \right) \right\rangle < b \right) = \Pr \left( \left\langle a \left( \frac{\partial}{\partial \theta} f_{\theta_0}(x) \right)^\top, \sqrt{m}(\theta - \theta_0) \right\rangle < b \right) + o(1), \]

(11)

where the convergence is uniform for any bounded \( a \neq 0 \), \( b \) and \( x \in \mathcal{X} \).

Combining Eq. (10) and Eq. (11) gives us the required result.

**Lemma D.5.** Fix some two clusters \( i, j \). Assuming the expression below is integrable, we have that

\[
2 \int_{B_r/\sqrt{\pi}(F_{\theta_0,i,j})} \sqrt{m} \Pr(f_{\theta,i}(x) - f_{\theta,j}(x) < 0) \Pr(f_{\theta,i}(x) - f_{\theta,j} > 0) \frac{p(x)}{\|\nabla(f_{\theta_0,i}(x) - f_{\theta_0,j}(x))\|} dx \]

\[
= 2 \left( \frac{1}{\sqrt{\pi}} - h(r) \right) \int_{F_{\theta_0,i,j}} \frac{p(x) \sqrt{\text{Var}(G_i(x) - G_j(x))}}{\sqrt{\text{Var}(f_{\theta_0,i}(x) - f_{\theta_0,j}(x))}} dx + o(1) \]

where \( o(1) \to 0 \) as \( m \to \infty \) and \( h(r) = O(\exp(-r^2)) \).

**Proof.** Define \( a \in \mathbb{R}^k \) as \( a_i = 1, a_j = -1, \) and 0 for any other entry. Applying Lemma D.4, with \( a \) as above, we have that uniformly for all \( x \) in some small enough neighborhood around \( F_{\theta_0,i,j} \):

\[
\Pr(f_{\theta,i}(x) - f_{\theta,j}(x) < 0) = \Pr \left( \sqrt{m}(f_{\theta,i}(x) - f_{\theta,j}(x)) < \sqrt{m}(f_{\theta_0,j}(x) - f_{\theta_0,i}(x)) \right) \]

\[
= \Pr(G_i(x) - G_j(x) < \sqrt{m}(f_{\theta_0,j}(x) - f_{\theta_0,i}(x))) + o(1). \]

where \( o(1) \) converges uniformly to 0 as \( m \to \infty \).

Since \( G_i(x) - G_j(x) \) has a zero mean normal distribution, we can rewrite the above (if \( \text{Var}(G_i(x) - G_j(x)) > 0 \)) as

\[
\Pr \left( \frac{G_i(x) - G_j(x)}{\sqrt{\text{Var}(G_i(x) - G_j(x))}} < \frac{\sqrt{m}(f_{\theta_0,j}(x) - f_{\theta_0,i}(x))}{\sqrt{\text{Var}(G_i(x) - G_j(x))}} \right) + o(1) \]

\[ = \Phi \left( \sqrt{m}(f_{\theta_0,j}(x) - f_{\theta_0,i}(x)) \right) + o(1), \]

(12)

where \( \Phi(\cdot) \) is the cumulative standard normal distribution function. Notice that by some abuse of notation, the expression is also valid in the case where \( \text{Var}(G_i(x) - G_j(x)) = 0 \). In that case, \( G_i(x) - G_j(x) \) is equal to 0 with probability 1, and thus \( \Pr(G_i(x) - G_j(x) < \sqrt{m}(f_{\theta_0,j}(x) - f_{\theta_0,i}(x))) = 1 \) if \( f_{\theta_0,j}(x) - f_{\theta_0,i}(x) \geq 0 \) and 0 if \( f_{\theta_0,j}(x) - f_{\theta_0,i}(x) < 0 \). This is equal to Eq. (12) if we are willing to assume that \( \Phi(\infty) = 1, \Phi(0/0) = 1, \Phi(-\infty) = 0 \).
Therefore, we can rewrite the l.h.s of the equation in the lemma statement as
\[
2 \int_{B_{r}/\sqrt{m}} \sqrt{\Theta} \left( \frac{\sqrt{m}(f_{\theta_{0},i}(x) - f_{\theta_{0},j}(x))}{\text{Var}(G_{i}(x) - G_{j}(x))} \right) \\
\left( 1 - \Phi \left( \frac{\sqrt{m}(f_{\theta_{0},i}(x) - f_{\theta_{0},j}(x))}{\text{Var}(G_{i}(x) - G_{j}(x))} \right) \right) + \sqrt{\Theta} o(1)p(x)dx.
\]

The integration of the remainder term can be rewritten as \(o(1)\) by Lemma D.2, and we get that the expression can be rewritten as:
\[
2 \int_{B_{r}/\sqrt{m}} \sqrt{\Theta} \left( \frac{\sqrt{m}(f_{\theta_{0},i}(x) - f_{\theta_{0},j}(x))}{\text{Var}(G_{i}(x) - G_{j}(x))} \right) \\
\left( 1 - \Phi \left( \frac{\sqrt{m}(f_{\theta_{0},i}(x) - f_{\theta_{0},j}(x))}{\text{Var}(G_{i}(x) - G_{j}(x))} \right) \right) p(x)dx + o(1). \tag{13}
\]

One can verify that the expression inside the integral is a continuous function of \(x\), by the regularity conditions and the expression for \(G_{\cdot}(\cdot)\) as proven in Sec. C (namely Eq. (4)). We can therefore apply Lemma D.1, and again take all the remainder terms outside of the integral by Lemma D.2, to get that the above can be rewritten as
\[
2 \int_{F_{\theta_{0},i,j}} \int_{-r/\sqrt{m}}^{r/\sqrt{m}} \sqrt{\Theta} \left( \frac{\sqrt{m}(f_{\theta_{0},i}(x + yn_{x}) - f_{\theta_{0},j}(x + yn_{x}))}{\text{Var}(G_{i}(x + yn_{x}) - G_{j}(x + yn_{x}))} \right) \\
\left( 1 - \Phi \left( \frac{\sqrt{m}(f_{\theta_{0},i}(x + yn_{x}) - f_{\theta_{0},j}(x + yn_{x}))}{\text{Var}(G_{i}(x + yn_{x}) - G_{j}(x + yn_{x}))} \right) \right) p(x)dydx + o(1), \tag{14}
\]

where \(n_{x}\) is a unit normal to \(F_{\theta_{0},i,j}\) at \(x\).

Inspecting Eq. (14), we see that \(y\) ranges over an arbitrarily small domain as \(m \to \infty\). This suggests that we can rewrite the above using Taylor expansions, which is what we shall do next.

Let us assume for a minute that \(\text{Var}(G_{i}(x) - G_{j}(x)) > 0\) for some point \(x \in F_{\theta_{0},i,j}\). One can verify that by the regularity conditions and the expression for \(G_{\cdot}(\cdot)\) in Eq. (4), the expression
\[
\frac{f_{\theta_{0},i}(\cdot) - f_{\theta_{0},j}(\cdot)}{\text{Var}(G_{i}(\cdot) - G_{j}(\cdot))}
\]
is twice differentiable, with a uniformly bounded second derivative. Therefore, we can rewrite the expression in Eq. (15) as its first-order Taylor expansion around each \(x \in F_{\theta_{0},i,j}\), plus a remainder term which is uniform for all \(x:\)
\[
\frac{f_{\theta_{0},i}(x + yn_{x}) - f_{\theta_{0},i}(x + yn_{x})}{\text{Var}(G_{i}(x + yn_{x}) - G_{j}(x + yn_{x}))} \\
= \frac{f_{\theta_{0},i}(x) - f_{\theta_{0},j}(x)}{\text{Var}(G_{i}(x) - G_{j}(x))} + \nabla \left( \frac{f_{\theta_{0},i}(x) - f_{\theta_{0},j}(x)}{\text{Var}(G_{i}(x) - G_{j}(x))} \right) yn_{x} + O(y^2).
\]

Since \(f_{\theta_{0},i}(x) - f_{\theta_{0},j}(x) = 0\) for any \(x \in F_{\theta_{0},i,j}\), the expression reduces after a simple calculation to
\[
\nabla (f_{\theta_{0},i}(x) - f_{\theta_{0},j}(x)) yn_{x} + O(y^2).
\]

Notice that \(\nabla (f_{\theta_{0},i}(x) - f_{\theta_{0},j}(x))\) (the gradient of \(f_{\theta_{0},i}(x) - f_{\theta_{0},j}(x)\)) has the same direction as \(n_{x}\) (the normal to the cluster boundary). Therefore, the expression above can be rewritten, up to a sign, as
\[
y \left\| \nabla (f_{\theta_{0},i}(x) - f_{\theta_{0},j}(x)) \right\| + O(y^2).
\]
As a result, denoting $s(x) := \nabla (f_{\theta_{0,i}}(x) - f_{\theta_{0,j}}(x)) / \sqrt{\text{Var}(G_i(x) - G_j(x))}$, we have that

$$\Phi \left( \frac{\sqrt{m}(f_{\theta_{0,i}}(x + y\eta_x) - f_{\theta_{0,j}}(x + y\eta_x))}{\sqrt{\text{Var}(G_i(x + y\eta_x) - G_j(x + y\eta_x))}} \right) \left( 1 - \Phi \left( \frac{\sqrt{m}(f_{\theta_{0,i}}(x + y\eta_x) - f_{\theta_{0,j}}(x + y\eta_x))}{\sqrt{\text{Var}(G_i(x + y\eta_x) - G_j(x + y\eta_x))}} \right) \right)$$

$$= \Phi \left( \sqrt{m}(|s(x)||y + O(y^2)) \right) \left( 1 - \Phi \left( \sqrt{m}(|s(x)||y + O(y^2)) \right) \right)$$

$$= \Phi \left( \sqrt{m}(|s(x)||y) \right) \left( 1 - \Phi \left( \sqrt{m}(|s(x)||y) \right) \right) + O(\sqrt{my}^2). \tag{16}$$

In the preceding development, we have assumed that $\text{Var}(G_i(x) - G_j(x)) > 0$. However, notice that the expressions in Eq. (16) and Eq. (17), without the remainder term, are both equal (to zero) even if $\text{Var}(G_i(x) - G_j(x)) = 0$ (with our previous abuse of notation that $\Phi(-\infty) = 0, \Phi(\infty) = 1$). Moreover, since $y$ takes values in $[-r / \sqrt{m}, r / \sqrt{m}]$, the remainder term $O(\sqrt{my}^2)$ is at most $O(\sqrt{my}^2) = O(r / \sqrt{m})$, so it can be rewritten as $o(1)$ which converges to 0 as $m \to \infty$.

In conclusion, and again using Lemma D.2 to take the remainder terms outside of the integral, we can rewrite Eq. (14) as

$$2 \int_{F_{\theta_{0,i},j}} \int_{-r / \sqrt{m}}^r \sqrt{m} \Phi \left( \sqrt{m}(|s(x)||y) \right) \left( 1 - \Phi \left( \sqrt{m}(|s(x)||y) \right) \right) p(x) dy dx + o(1). \tag{18}$$

We now perform a change of variables, letting $z_x = \sqrt{m}||s(x)||y$ in the inner integral, and get

$$2 \int_{F_{\theta_{0,i},j}} \int_{-r ||s(x)||}^r \frac{1}{||s(x)||} \Phi (z_{x_0}) (1 - \Phi (z_{x_0})) p(x) dz_x dx + o(1),$$

which is equal by the mean value theorem to

$$2 \left( \int_{F_{\theta_{0,i},j}} \frac{p(x)}{||s(x)||} dx \right) \left( \int_{-r ||s(x)||}^r \Phi (z_{x_0}) (1 - \Phi (z_{x_0})) dz_x \right) + o(1) \tag{19}$$

for some $x_0 \in F_{\theta_{0,i},j}$.

By regularity condition 3b, it can be verified that $||s(x)||$ is positive or infinite for any $x \in F_{\theta_{0,i},j}$. As a result, as $r \to \infty$, we have that

$$\int_{-r ||s(x)||}^r \Phi (z_{x_0}) (1 - \Phi (z_{x_0})) dz_x \to \int_{-\infty}^\infty \Phi (z_{x_0}) (1 - \Phi (z_{x_0})) dz_x = \frac{1}{\sqrt{\pi}}.$$

and the convergence to $1 / \sqrt{\pi}$ is at a rate of $O(\exp(-r^2))$. Combining this with Eq. (19) gives us the required result.

Proof of Proposition D.1. We can now turn to prove Proposition D.1 itself. For any $x \in \mathcal{X}$, let $A_x$ be the event (over drawing and clustering a sample pair) that $x$ switched clusters. For any $F_{\theta_{0,i},j}$ and sample size $m$, define $F_{\theta_{0,i},j}^m$ to be the subset of $F_{\theta_{0,i},j}$, which is at a distance of at least $m^{-1/4}$ from any other cluster boundary (with respect to $\theta_0$). Formally,

$$F_{\theta_{0,i},j}^m := \left\{ x \in F_{\theta_{0,i},j} : \forall \{i', j'\} \neq \{i, j\}, F_{\theta_{0,i'},j'} \neq \emptyset, \inf_{y \in F_{\theta_{0,i'},j'}} \|x - y\| \geq m^{-1/4} \right\}.$$
Letting $S_1, S_2$ be two independent samples of size $m$, we have by Fubini’s theorem that
\[
\mathbb{E} d_P^m(h_k(S_1), h_k(S_2), B_{r/\sqrt{m}}(\cup_{i,j} F_{0,i,j}))
= \sqrt{m} \mathbb{E}_{S_1, S_2} \int_{B_{r/\sqrt{m}}(\cup_{i,j} F_{0,i,j})} 1(A_x)p(x)dx = \int_{B_{r/\sqrt{m}}(\cup_{i,j} F_{0,i,j})} \sqrt{m} Pr(A_x)p(x)dx.
\]

As to the first integral, notice that each point in $F_{0,i,j}^m$ is separated from any point in any other $F_{0,i',j'}^m$ by a distance of at least $2m^{-1/4}$. Therefore, for large enough $m$, $B_{r/\sqrt{m}}(F_{0,i,j}^m)$ are disjoint for each $i, j$, and we can rewrite the above as:
\[
\sum_{1 \leq i < j \leq k} \int_{B_{r/\sqrt{m}}(F_{0,i,j}^m)} \sqrt{m} Pr(A_x)p(x)dx + \int_{B_{r/\sqrt{m}}(\cup_{i,j} F_{0,i,j}\setminus F_{0,i,j}^m)} \sqrt{m} Pr(A_x)p(x)dx.
\]

As to the second integral, notice that the integration is over points which are at a distance of at most $r/\sqrt{m}$ from some $F_{0,i,j}$, and also at a distance of at most $m^{-1/4}$ from some other $F_{0,i',j'}$. By regularity condition 3c, and the fact that $m^{-1/4} \to 0$, it follows that this integral converges to $0$ as $m \to \infty$, and we can rewrite the above as:
\[
\sum_{1 \leq i < j \leq k} \int_{B_{r/\sqrt{m}}(F_{0,i,j}^m)} \sqrt{m} Pr(A_x)p(x)dx + o(1) \tag{20}
\]

If there were only two clusters $i, j$, then
\[
Pr(A_x) = 2 Pr(f_{0,i}(x) - f_{0,j}(x) < 0) Pr(f_{0,i}(x) - f_{0,j} > 0).
\]

This is simply by definition of $A_x$: the probability that under one clustering, based on a random sample, $x$ is more associated with cluster $i$, and that under a second clustering, based on another independent random sample, $x$ is more associated with cluster $j$.

In general, we will have more than two clusters. However, notice that any point $x$ in $B_{r/\sqrt{m}}(F_{0,i,j}^m)$ (for some $i, j$) is much closer to $F_{0,i,j}$ than to any other cluster boundary. This is because its distance to $F_{0,i,j}$ is on the order of $1/\sqrt{m}$, while its distance to any other boundary is on the order of $m^{-1/4}$. Therefore, if $x$ does switch clusters, then it is highly likely to switch between cluster $i$ and cluster $j$. Formally, by regularity condition 3d (which ensure that the cluster boundaries experience at most $O(1/\sqrt{m})$ fluctuations), we have that uniformly for any $x$,
\[
Pr(A_x) = 2 Pr(f_{0,i}(x) - f_{0,j}(x) < 0) Pr(f_{0,i}(x) - f_{0,j} > 0) + o(1),
\]
where $o(1)$ converges to $0$ as $m \to \infty$.

Substituting this back to Eq. (20), using Lemma D.2 to take the remainder term outside the integral, and using the regularity condition 3c in the reverse direction to transform integrals over $F_{0,i,j}^m$ back into $F_{0,i,j}$ with asymptotically negligible remainder terms, we get that the quantity we are interested in can be written as
\[
\sum_{1 \leq i < j \leq k} 2 \int_{B_{r/\sqrt{m}}(F_{0,i,j})} \sqrt{m} Pr(f_{0,i}(x) - f_{0,j}(x) < 0) Pr(f_{0,i}(x) - f_{0,j} > 0)p(x)dx + o(1).
\]

Now we can apply Lemma D.5 to each summand, and get the required result.

D.3 Part 2: Proof of Thm. 1

For notational convenience, we will denote
\[
d_P^m(r) := d_P^m(h_k(S_1), h_k(S_2), B_{r/\sqrt{m}}(\cup_{i,j} F_{0,i,j}))
\]
whenever the omitted terms are obvious from context. If \( \hat{\text{instab}}(A_k, D) = 0 \), the proof of the theorem is straightforward. In this special case, by definition of \( \hat{\text{instab}}(A_k, D) \) in Thm. 1 and Proposition D.1, we have that \( d_B^m(r) \) converges in probability to 0 for any \( r \). By regularity condition 3d, for any fixed \( q, \frac{1}{q} \sum_{i=1}^{q} d_B^m(A_k(S_i^1), A_k(S_i^2)) \) converges in probability to 0 (because \( d_B^m(A_k(S_i^1), A_k(S_i^2)) = d_B^m(A_k(S_i^1), A_k(S_i^2), B_r/\sqrt{m}(\cup_{i,j} F_{\theta_0, i,j})) \) with arbitrarily high probability as \( r \) increases). Therefore, \( \sqrt{m} \hat{q}_m^k \), which is a plug-in estimator of the expected value of \( \frac{1}{q} \sum_{i=1}^{q} d_B^m(A_k(S_i^1), A_k(S_i^2)) \), converges in probability to 0 for any fixed \( q \) as \( m \to \infty \), and the theorem follows for this special case. Therefore, we will assume from now on that \( \hat{\text{instab}}(A_k, D) > 0 \).

We need the following variant of Hoeffding’s bound, adapted to conditional probabilities.

**Lemma D.6.** Fix some \( r > 0 \). Let \( X_1, \ldots, X_q \) be real, nonnegative, independent and identically distributed random variables, such that \( \Pr(X_1 \in [0, r]) > 0 \). For any \( X_i \), let \( Y_i \) be a random variable on the same probability space, such that \( \Pr(Y_i = X_i | X_i \in [0, r]) = 1 \). Then for any \( \nu > 0 \),

\[
\Pr \left( \frac{1}{q} \sum_{i=1}^{q} X_i - \mathbb{E}[Y_i | X_i \in [0, r]] \geq \nu \mid \forall i, X_i \in [0, r] \right) \leq 2 \exp \left( \frac{-2\nu^2}{r^2} \right).
\]

**Proof.** Define an auxiliary set of random variables \( Z_1, \ldots, Z_q \), such that \( \Pr(Z_i \leq a) = \Pr(X_i \leq a | X_i \in [0, r]) \) for any \( i, a \). In words, \( X_i \) and \( Z_i \) have the same distribution conditioned on the event \( X_i \in [0, r] \). Also, we have that \( Y_i \) has the same distribution conditioned on \( X_i \in [0, r] \). Therefore, \( \mathbb{E}[Y_i | X_i \in [0, r]] = \mathbb{E}[X_i | X_i \in [0, r]] \), and as a result \( \mathbb{E}[Y_i | X_i \in [0, r]] = \mathbb{E}[Z_i] \). Therefore, the probability in the lemma above can be written as

\[
\Pr \left( \left| \frac{1}{q} \sum_{i=1}^{q} Z_i - \mathbb{E}[Z_i] \right| \geq \nu \right),
\]

where \( Z_i \) are bounded in \( [0, r] \) with probability 1. Applying the regular Hoeffding’s bound gives us the required result. \( \square \)

We now turn to the proof of the theorem. Let \( A^m_r \) be the event that for all subsample pairs \( \{S_i^1, S_i^2\} \), \( d_B^m(A_k(S_i^1), A_k(S_i^2), B_r/\sqrt{m}(\cup_{i,j} F_{\theta_0, i,j})) = d_B^m(A_k(S_i^1), A_k(S_i^2)) \). Namely, this is the event that for all subsample pairs, the mass which switches clusters when we compare the two resulting clusterings is always in an \( r/\sqrt{m} \)-neighborhood of the limit cluster boundaries.

Since \( p(\cdot) \) is bounded, we have that \( d_B^m(r) \) is deterministically bounded by \( O(r) \), with implicit constants depending only on \( D \) and \( \theta_0 \). Using the law of total expectation, this implies that

\[
\mathbb{E}[d_B^m(r)] - \mathbb{E}[d_B^m(r)|A^m_r] \leq \Pr(A^m_r)\mathbb{E}[d_B^m(r)|A^m_r] + (1 - \Pr(A^m_r))\mathbb{E}[d_B^m(r)|\neg A^m_r] - \mathbb{E}[d_B^m(r)|A^m_r] = (1 - \Pr(A^m_r)) \left( \mathbb{E}[d_B^m(r)|\neg A^m_r] - \mathbb{E}[d_B^m(r)|A^m_r] \right) \leq (1 - \Pr(A^m_r))O(r).
\]

(21)

For any two events \( A, B \), we have by the law of total probability that \( \Pr(A) = \Pr(B) \Pr(A|B) + \Pr(B^c) \Pr(A|B^c) \). From this it follows that \( \Pr(A) \leq \Pr(B) + \Pr(A|B^c) \). As a result, for any
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We can therefore apply a large deviation result to bound this probability. Since the expectation itself 

$$\frac{\epsilon}{2} < \text{instab}(A_k, D)$$. Otherwise, we can upper bound 

$$\Pr\left( \left| \sqrt{m} \hat{\eta}_{m,q}^k - \text{instab}(A_k, D) \right| > \epsilon \right)$$

in the equation above by replacing $$\epsilon$$ with some smaller quantity $$\epsilon'$$ for which $$\epsilon'/2 < \text{instab}(A_k, D)$$. 

We start by analyzing the conditional probability, forming the second summand in Eq. (22). Recall that 

$$\hat{\eta}_{m,q}^k$$, after clustering the $$q$$ subsample pairs $$\{S^1_i, S^2_i\}_{i=1}^q$$, uses an additional i.i.d sample $$S^3$$ of size $$m$$ to empirically estimate 

$$\sum_q d^m_D(A_k(S^1_i), A_k(S^2_i))/\sqrt{m}q \in [0, 1]$$. This is achieved by calculating the average percentage of instances in $$S^3$$ which switches between clusterings. Thus, conditioned on the event appearing in the second summand of Eq. (22), $$\hat{\eta}_{m,q}^k$$ is simply an empirical average of $$m$$ i.i.d random variables in $$[0, 1]$$, whose expected value, denoted as $$v$$, is a strictly positive number in the range of $$(\text{instab}(A_k, D) \pm \epsilon/2)/\sqrt{m}$$. Thus, the second summand of Eq. (22) refers to an event where this empirical average is at a distance of at least $$\epsilon/(2\sqrt{m})$$ from its expected value. We can therefore apply a large deviation result to bound this probability. Since the expectation itself is a (generally decreasing) function of the sample size $$m$$, we will need something a bit stronger than the regular Hoeffding’s bound. Using a relative entropy version of Hoeffding’s bound [5], we have that the second summand in Eq. (22) is upper bounded by: 

$$\exp\left(-mD_{kl}\left[\frac{v + \epsilon/2}{\sqrt{m}}\right] + \frac{v}{\sqrt{m}}\right) \leq \exp\left(-mD_{kl}\left[\frac{0, v - \epsilon/2}{\sqrt{m}}\right] \right)$$

(23)

where $$D_{kl}[p|q] := -p \log(p/q) - (1-p) \log((1-p)/(1-q))$$ for any $$q \in (0, 1)$$ and any $$p \in [0, 1]$$. Using the fact that $$D_{kl}[p|q] \geq (p - q)^2/2 \max\{p, q\}$$, we get that Eq. (23) can be upper bounded by a quantity which converges to 0 as $$m \to \infty$$. As a result, the second summand in Eq. (22) converges to 0 as $$m \to \infty$$.

As to the first summand in Eq. (22), using the triangle inequality and switching sides allows us to upper bound it by:

$$\Pr\left( \left| \frac{1}{q} \sum_{i=1}^q d^m_D(A_k(S^1_i), A_k(S^2_i)) - E[d^m_D(r)|A^m_r] \right| \geq \frac{\epsilon}{2} - \left| E[d^m_D(r)|A^m_r] - E[d^m_D(r)] \right| \right)$$

(24)

By the definition of $$\text{instab}(A_k, D)$$ as appearing in Thm. 1 , and Proposition D.1,

$$\lim_{m \to \infty} Ed^m_D(r) - \text{instab}(A_k, D) = O(h(r)) = O(\exp(-r^2)).$$

(25)

Using Eq. (25) and Eq. (21), we can upper bound Eq. (24) by

$$\Pr\left( \left| \frac{1}{q} \sum_{i=1}^q d^m_D(A_k(S^1_i), A_k(S^2_i)) - E[d^m_D(r)|A^m_r] \right| \right) \geq \frac{\epsilon}{2} - \left(1 - \Pr(A^m_r)O(r) - O(\exp(-r^2)) - o(1) \right)$$

(26)
where $o(1) \to 0$ as $m \to \infty$. Moreover, by using the law of total probability and Lemma D.6, we have that for any $\nu > 0$,

$$\Pr \left( \left| \frac{1}{q} \sum_{i=1}^{q} d_{m}^{n}(A_{k}(S_{1}^{i}), A_{k}(S_{2}^{i})) - \mathbb{E}[d_{m}^{n}(r)|A_{r}^{n}] \right| > \nu \right)$$

$$\leq (1 - \Pr(A_{r}^{n})) * 1 + \Pr(A_{r}^{n}) \Pr \left( \left| \frac{1}{q} \sum_{i=1}^{q} d_{m}^{n}(A_{k}(S_{1}^{i}), A_{k}(S_{2}^{i})) - \mathbb{E}[d_{m}^{n}(r)|A_{r}^{n}] \right| > \nu |A_{r}^{n} \right)$$

$$\leq (1 - \Pr(A_{r}^{n})) + 2 \Pr(A_{r}^{n}) \exp \left( -\frac{2q \nu^2}{r^2} \right). \quad (27)$$

Lemma D.6 can be applied because $d_{m}^{n}(A_{k}(S_{1}^{i}), A_{k}(S_{2}^{i})) = d_{m}^{n}(r)$ for any $i$, if $A_{r}^{n}$ occurs.

If $m, r$ are such that

$$\frac{\epsilon}{2} - (1 - \Pr(A_{r}^{n}))O(r) - O(\exp(-r^2)) - o(1) > 0, \quad (28)$$

we can substitute this expression instead of $\nu$ in Eq. (27), and get that Eq. (26) is upper bounded by

$$(1 - \Pr(A_{r}^{n})) + 2 \Pr(A_{r}^{n}) \exp \left( -\frac{2q \left( \frac{\epsilon}{2} - (1 - \Pr(A_{r}^{n}))O(r) - O(\exp(-r^2)) - o(1) \right)^2}{r^2} \right). \quad (29)$$

Let

$$g_{m}(r) := \frac{\Pr}{s_{1}, s_{2} \sim D^{m}} \left( d_{m}^{n}(r) \neq d_{m}^{n}(A_{k}(S_{1}^{i}), A_{k}(S_{2}^{i})) \right), \quad g(r) = \lim_{m \to \infty} g_{m}(r)$$

By regularity condition 3d, $g(r) = O(r^{-3-\delta})$ for some $\delta > 0$. Also, we have that $\Pr(A_{r}^{n}) = (1 - g_{m}(r))^{q}$, and therefore $\lim_{m \to \infty} \Pr(A_{r}^{n}) = (1 - g(r))^{q}$ for any fixed $q$. In consequence, as $m \to \infty$, Eq. (29) converges to

$$(1 - (1 - g(r))^{q}) + 2(1 - g(r))^{q} \exp \left( -\frac{2q \left( \frac{\epsilon}{2} - (1 - g(r))^{q}O(r) - O(\exp(-r^2)) \right)^2}{r^2} \right). \quad (30)$$

Now we use the fact that $r$ can be chosen arbitrarily. In particular, let $r = q^{1/(2+\delta/2)}$, where $\delta > 0$ is the same quantity appearing in condition 3d. It follows that

$$1 - (1 - g(r))^{q} \leq qg(r)O(r) = O(q/r^{3+\delta}) = O \left( q^{1 - \frac{\delta}{2+\delta}} \right)$$

$$1 - (1 - g(r))^{q}O(r) = qg(r)O(r) = O \left( q^{1 - \frac{2+\delta}{2+\delta}} \right) = O(q^{-\frac{\delta}{2+\delta}})$$

$$q/r^2 = q^{1 - \frac{\delta}{2+\delta}}$$

$$\exp(-r^2) = \exp(-q^{\frac{1}{2+\delta}}).$$

It can be verified that the equations above imply the validness of Eq. (28) for large enough $m$ and $q$ (and hence $r$). Substituting these equations into Eq. (30), we get an upper bound

$$O \left( q^{1 - \frac{\delta}{2+\delta}} \right) + \exp \left( -2q^{1 - \frac{\delta}{2+\delta}} \left( \frac{\epsilon}{2} - O \left( q^{-\frac{\delta}{2+\delta}} \right) - O \left( \exp(-q^{\frac{1}{2+\delta}}) \right) \right)^2 \right).$$

Since $\delta > 0$, it can be verified that the first summand asymptotically dominates the second summand (as $q \to \infty$), and can be bounded in turn by $o(q^{-1/2})$.

Summarizing, we have that the first summand in Eq. (22) converges to $o(q^{-1/2})$ as $m \to \infty$, and the second summand in Eq. (22) converge to 0 as $m \to \infty$, for any fixed $\epsilon > 0$, and thus $\Pr(|\sqrt{m} \tilde{\eta}_{m,q}^{k} - \text{instab}(A_{k}, D)| > \epsilon)$ converges to $o(q^{-1/2})$. 
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E  Proof of Thm. 2 and Thm. 3

The tool we shall use for proving Thm. 2 and Thm. 3 is the following general central limit theorem for Z-estimators (Thm. 3.3.1 in [8]). We will first quote the theorem and then explain the terminology used.

**Theorem E.1** (Van der Vaart). Let \( \Psi_m \) and \( \Psi \) be random maps and a fixed map, respectively, from a subset \( \Theta \) of some Banach space into another Banach space such that as \( m \to \infty \),

\[
\frac{\|\sqrt{m}(\Psi_m - \Psi)(\theta) - \sqrt{m}(\Psi_m - \Psi)(\theta_0)\|}{1 + \sqrt{m}\|\theta - \theta_0\|} \to 0 \tag{31}
\]

in probability, and such that the sequence \( \sqrt{m}(\Psi_m - \Psi)(\theta_0) \) converges in distribution to a tight random element \( Z \). Let \( \theta \mapsto \Psi(\theta) \) be Fréchet-differentiable at \( \theta_0 \) with an invertible derivative \( \Psi_{\theta_0} \), which is assumed to be a continuous linear operator. If \( \Psi(\theta_0) = 0 \) and \( \Psi_m(\theta)/\sqrt{m} \to 0 \) in probability, and \( \theta \) converges in probability to \( \theta_0 \), then \( \sqrt{m}(\theta - \theta_0) \) converges in distribution to \( -\Psi_{\theta_0}^{-1}Z \).

A Banach space is any complete normed vector space (possible infinite dimensional). A tight random element essentially means that an arbitrarily large portion of its distribution lies in compact sets. This condition is trivial when \( \Theta \) is a subset of Euclidean space. Fréchet-differentiability of a function \( f : U \to V \) at \( x \in U \), where \( U, V \) are Banach spaces, means that there exists a bounded linear operator \( A : U \to V \) such that

\[
\lim_{h \to 0} \frac{\|f(x + h) - f(x) - A(h)\|}{\|h\|_U} = 0.
\]

This is equivalent to regular differentiability in finite dimensional settings.

It is important to note that the theorem is stronger than what we actually need, since we only consider finite dimensional Euclidean spaces, while the theorem deals with possibly infinite dimensional Banach spaces. In principle, it is possible to use this theorem to prove central limit theorems in infinite dimensional settings, for example in kernel clustering where the associated reproducing kernel Hilbert space is infinite dimensional. However, the required conditions become much less trivial, and actually fail to hold in some cases (see below for further details).

We now turn to the proofs themselves. Since the proofs of Thm. 2 and Thm. 3 are almost identical, we will prove them together, marking differences between them as needed. In order to allow uniform notation in both cases, we shall assume that \( \phi(\cdot) \) is the identity mapping in Bregman divergence clustering, and the feature map from \( X \) to \( H \) in kernel clustering.

With the assumptions that we made in the theorems, the only thing really left to show before applying Thm. E.1 is that Eq. (31) holds. Notice that it is enough to show that

\[
\frac{\|\sqrt{m}(\Psi_m^i - \Psi^i)(\theta) - \sqrt{m}(\Psi_m^i - \Psi^i)(\theta_0)\|}{1 + \sqrt{m}\|\theta - \theta_0\|} \to 0
\]

for any \( i \in \{1, \ldots, k\} \). We will prove this in a slightly more complicated way than necessary, which also treats the case of kernel clustering where \( H \) is infinite-dimensional. By Lemma 3.3.5 in [8], since \( X \) is bounded, it is sufficient to show that for any \( i \), there is some \( \delta > 0 \) such that

\[
\{\psi_\theta^i(h(\cdot) - \psi_{\theta_0}^i, h(\cdot)) \} \in \mathcal{C}_{\theta, \delta}
\]

is a Donsker class, where

\[
\psi_\theta^i, h(x) = \begin{cases} (\theta_i - \phi(x), \phi(h)), & x \in \mathcal{C}_{\theta,i} \\ 0, & \text{otherwise} \end{cases}
\]

Intuitively, a set of real functions \( \{f(\cdot)\} \) from \( X \) (with any probability distribution \( D \)) to \( \mathbb{R} \) is called Donsker if it satisfies a uniform central limit theorem. Without getting too much into the details,
this means that if we sample i.i.d $m$ elements from $D$, then $(f(x_1) + \ldots + f(x_m))/\sqrt{m}$ converges in distribution (as $m \to \infty$) to a Gaussian random variable, and the convergence is uniform over all $f(\cdot)$ in the set, in an appropriately defined sense.

We use the fact that if $F$ and $G$ are Donsker classes, then so are $F + G$ and $F \cdot G$ (see examples 2.10.7 and 2.10.8 in [8]). This allows us to reduce the problem to showing that the following three function classes, from $X$ to $\mathbb{R}$, are Donsker:

$$\{\langle \theta, \phi(h) \rangle \}_{\|\theta - \theta_0\| \leq \delta, h \in \mathcal{X}}, \quad \{\langle \phi(\cdot), \phi(h) \rangle \}_{h \in \mathcal{X}}, \quad \{1_{C_{\theta_0}}(\cdot)\}_{\|\theta - \theta_0\| \leq \delta}. \tag{32}$$

Notice that the first class is a set of bounded constant functions, while the third class is a set of indicator functions for all possible clusters. One can now use several tools to show that each class in Eq. (32) is Donsker. For example, consider a class of real functions on a bounded subset of some Euclidean space. By Thm. 8.2.1 in [3] (and its preceding discussion), the class is Donsker if any surface (differentiable to a high enough order) in some Euclidean space. In Bregman divergence clustering, the clusters are separated by hyperplanes, which are linear functions (see appendix A in [1]), and thus the class is Donsker. The same holds for finite dimensional kernel clustering. This will still be true for infinite dimensional kernel clustering, if we can guarantee that any cluster in any solution close enough to $\theta_0$ in $\Theta$ will have smooth boundaries. Unfortunately, this does not hold in some important cases. For example, universal kernels (such as the Gaussian kernel) are capable of inducing cluster boundaries arbitrarily close in form to any continuous function, and thus our line of attack will not work in such cases. In a sense, this is not too surprising, since these kernels correspond to very `rich' hypothesis classes, and it is not clear if a precise characterization of their stability properties, via central limit theorems, is at all possible.

Summarizing the above discussion, we have shown that for the settings assumed in our theorem, all three classes in Eq. (32) are Donsker and hence Eq. (31) holds. We now return to deal with the other ingredients required to apply Thm. E.1.

As to the asymptotic distribution of $\sqrt{m}(\Psi_m - \Psi)(\theta_0)$, since $\Psi(\theta_0) = 0$ by assumption, we have that for any $i \in \{1, \ldots, k\}$,

$$\sqrt{m}(\Psi_m^i - \Psi^i)(\theta_0) = \frac{1}{\sqrt{m}} \sum_{j=1}^{m} \Delta_i(\theta_0, x_j). \tag{33}$$

where $x_1, \ldots, x_m$ is the sample by which $\Psi_m$ is defined. The r.h.s of Eq. (33) is a sum of identically distributed, independent random variables with zero mean, normalized by $\sqrt{m}$. As a result, by the standard central limit theorem, $\sqrt{m}(\Psi_m^i - \Psi^i)(\theta_0)$ converges in distribution to a zero mean Gaussian random vector $Y$, with covariance matrix

$$V_i = \int_{C_{\theta_0}} p(x)(\phi(x) - \theta_{0,i})(\phi(x) - \theta_{0,i})^\top dx.$$ 

Moreover, it is easily verified that $\text{Cov}(\Delta_i(\theta_0, x), \Delta_{i'}(\theta_0, x)) = 0$ for any $i \neq i'$. Therefore, $\sqrt{m}(\Psi_m - \Psi)(\theta_0)$ converges in distribution to a zero mean Gaussian random vector, whose covariance matrix $V$ is composed of $k$ diagonal blocks $(V_1, \ldots, V_k)$, all other elements of $V$ being zero.

Thus, we can use Thm. E.1 to get that $\sqrt{m}(\hat{\theta} - \theta_0)$ converges in distribution to a zero mean Gaussian random vector of the form $-\Psi^{-1}Y$, which is a Gaussian random vector with a covariance matrix of the form $\Psi_{\theta_0}^{-1}V\Psi_{\theta_0}^{-1}$.
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F Proof of Thm. 4

Since our algorithm returns a locally optimal solution with respect to the differentiable log-likelihood function, we can frame it as a Z-estimator of the derivative of the log-likelihood function with respect to the parameters, namely the score function

$$\Psi_m(\hat{\theta}) = \frac{1}{m} \sum_{i=1}^{m} \frac{\partial}{\partial \theta} \log(q(x_i|\hat{\theta})).$$

This is a random mapping based on the sample $x_1, \ldots, x_m$.

Similarly, we can define $\Psi(\cdot)$ as the 'asymptotic' score function with respect to the underlying distribution $D$:

$$\Psi(\hat{\theta}) = \int_{\mathcal{X}} \frac{\partial}{\partial \theta} \log(q(x|\hat{\theta})) p(x) dx.$$

Under the assumptions we have made, the model $\hat{\theta}$ returned by the algorithm satisfies $\Psi_m(\hat{\theta}) = 0$, and $\hat{\theta}$ converges in probability to some $\theta_0$ for which $\Psi(\theta_0) = 0$. The asymptotic normality of $\sqrt{m}(\hat{\theta} - \theta_0)$ is now an immediate consequence of central limit theorems for 'maximum likelihood' Z-estimators, such as Thm. 5.21 in [7].
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