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Abstract
We present a probabilistic model applied to the fMRI video rating prediction task of the Pittsburgh Brain Activity Interpretation Competition (PBAIC) [2]. Our goal is to predict a time series of subjective, semantic ratings of a movie given functional MRI data acquired during viewing by three subjects. Our method uses conditionally trained Gaussian Markov random fields, which model both the relationships between the subjects' fMRI voxel measurements and the ratings, as well as the dependencies of the ratings across time steps and between subjects. We also employed non-traditional methods for feature selection and regularization that exploit the spatial structure of voxel activity in the brain. The model displayed good performance in predicting the scored ratings for the three subjects in test data sets, and a variant of this model was the third place entrant to the 2006 PBAIC.

1 Introduction
In functional Magnetic Resonance Imaging, or fMRI, an MR scanner measures a physiological signal known to be correlated with neural activity, the blood-oxygenation-level dependent (BOLD) signal [12]. Functional scans can be taken during a task of interest, such as the subject viewing images or reading text, thus providing a glimpse of how brain activity changes in response to certain stimuli and tasks. An fMRI session produces scans of the brain volume across time, obtaining BOLD measurements from thousands of small sub-volumes, or voxels at each time step.

Much of the current fMRI research focuses on the goal of identifying brain regions activated in response to some task or stimulus (e.g., [7]). The fMRI signal is typically averaged over many repeated stimulus presentations, multiple time points and even different subjects, in order to find brain regions with statistically significant response. However, in recent years, there has been growing interest in an alternative task, whose goal is to develop models which predict stimuli from functional data, in effect demonstrating the ability to ‘read’ information from the scans. For instance, Tong et al. [9] demonstrated the ability to predict the orientation of edges in a subject’s visual field from functional scans of visual cortex, and Mitchell et al. [13] successfully applied machine learning techniques to predict a variety of stimuli, such as the semantic category of words presented to a subject. Such prediction work has demonstrated that, despite the relatively low spatial resolution of fMRI, functional data contains surprisingly reliable and detailed signal [9, 6, 13], even on time scales as short as a few seconds. Going beyond identifying the location of responsive regions, these models begin to demonstrate how the brain encodes states and stimuli [3], often capturing distributed patterns of activation across multiple brain regions simultaneously. This line of research could also eventually provide a mechanism for accurately tracking cognitive processes in a non-invasive way.

Another recent innovation is the use of long and rich stimuli in fMRI experiments, such as a commercial movie [8], rather than the traditional controlled, repeating simple stimuli. These experiments
present more difficulty in analysis, but more closely mirror natural stimulation of the brain, which may evoke different brain activity patterns from traditional experiments.

The recent Pittsburgh Brain Activity Interpretation Competition [2] (PBAIC), featured both the use of complex stimuli and a prediction task, presenting a unique data set for predicting subjective experiences given functional MRI sessions. Functional scans from three subjects were taken while the subjects watched three video segments. Thus, during the scan, subjects were exposed to rich stimuli including rapidly changing images of people, meaningful sounds such as dialog and music, and even emotional stimuli, all overlapping in time. Each subject also re-viewed each movie multiple times, to rate over a dozen characteristics of the videos over time, such as Amusement, presence of Faces or Body Parts, Language, and Music. Given this data set, the goal was to predict these real-valued subjective ratings for each subject based only on the fMRI scans.

In this paper, we present an approach to the PBAIC problem, based on the application of machine learning methods within the framework of probabilistic graphical models. The structured probabilistic framework allowed us to represent many relevant relationships in the data, including evolution of subjective ratings over time, the likelihood of different subjects rating experiences similarly, and of course the relationship between voxels and ratings. We also explored novel feature selection methods, which exploit the spatial characteristics of brain activity. In particular, we incorporate a bias in favor of jointly selecting nearby voxels.

We demonstrate the performance of our model by training from a subset of the movie sessions and predicting ratings for held out movies. An earlier variant of our model was the third place entrant to the 2006 PBAIC out of forty entries. We demonstrated very good performance in predicting many of the ratings, suggesting that probabilistic modeling for the fMRI domain is a promising approach. An analysis of our learned models, in particular our feature selection results, also provides some insight into the regions of the brain activated by different stimuli and states.

2 Probabilistic Model

Our system for prediction from fMRI data is based on a dynamic, undirected graphical probabilistic model, which defines a large structured conditional Gaussian over time and subjects. The backbone of the model is a conditional linear Gaussian model, capturing the dependence of ratings on voxel measurements. We then extend the basic model to incorporate dependencies between labels across time and between subjects.

The variables in our model are voxel activations and ratings. For each subject $s$ and each time point $t$, we have a collection of ratings $R_s(\cdot,t)$, with $R_s(j,t)$ representing the $j$th rating type (for instance Language) for $s$ at time $t$. Note that the rating sequences given by the subjects are actually convolved with a standard hemodynamic response function before use, to account for the delay inherent in the BOLD signal response [4]. For each $s$ and $t$, we also have the voxel activities $V_s(\cdot,t)$. Both voxels and ratings are continuous variables. For mathematical convenience, we re-center the data such that all variables (ratings and voxels) have mean 0.

Each rating $R_s(j,t)$ is modeled as a linear Gaussian random variable, dependent only on voxels from that subject’s brain as features. We can express $R_s(j,t) \sim N(\mathbf{w}_s(j)^T V_s(\cdot,t), \sigma_j^2)$. We assume that the dependence of the rating on the voxels is time-invariant, so that the same parameters $\mathbf{w}_s(j)$ and $\sigma_j$ are used for every time point. Importantly, however, each rating should not depend on all of the subject’s voxels, as this is neither biologically likely nor statistically plausible given the large number of voxels. In Sec. 3.1 we explore a variety of feature selection and regularization methods relevant to this problem.

The linear regression model forms a component in a larger model that accounts for dependencies among labels across time and across subjects. This model takes the form of a (dynamic) Gaussian Markov Random Field (GMRF) [15, 11]. A GMRF is an undirected graphical probabilistic model that expresses a multi-dimensional joint Gaussian distribution in a reduced parameter space by making use of conditional independences. Specifically, we employ a standard representation of a GMRF derived from the inverse covariance matrix, or precision matrix $Q = \Sigma^{-1}$ of the underlying Gaussian distribution: For $X = (X_1, \ldots, X_n)$, a zero-mean joint Gaussian distribution over $X$ can be written as $P(X) \propto \exp(-\frac{1}{2}X^T Q X)$. The precision matrix maps directly to a Markov network
representation, as \( Q(i, j) = 0 \) exactly when \( X_i \) is independent of \( X_j \) given the remaining variables, corresponding to the absence of an edge between \( X_i \) and \( X_j \) in the Markov network.

In our setting, we want to express a conditional linear Gaussian of the ratings given the voxels. A distribution \( P(X \mid Y) \) can also be parametrized using the joint precision matrix:

\[
P(X \mid Y) = \frac{1}{Z(Y)} \prod_i \exp \left( -\frac{1}{2} Q_{XX}(i, i) X_i^2 \right) \prod_{i,j \in E_X} \exp (-Q_{XY}(i, j) X_i X_j) \prod_{i,k \in E_Y} \exp (-Q_{YY}(i, k) X_i Y_k),
\]

where \( E_X \) is the set of edges between nodes in \( X \), and \( E_Y \) represents edges from \( Y \) to \( X \).

Our particular GMRF is a joint probabilistic model that encompasses, for a particular rating type \( j \), the value of the rating \( R_s(j, t) \) for all of the subjects \( s \) across all time points \( t \). Our temporal model assumes a stationary distribution, so that both node and edge potentials are invariant across time. This means that several entries in the full precision matrix \( Q \) are tied to a single free parameter. We will treat each rating type separately. Thus, the variables in the model are: all of the voxel measurements \( V_s(l, t) \), for all \( s, t \) and voxels \( l \) selected to be relevant to rating \( j \); and all of the ratings \( R_s(j, t) \) (for all \( s, t \)). As we discuss below, the model is trained conditionally, and therefore encodes a joint distribution over the rating variables, conditional on all of the voxel measurements. Thus, there will be no free parameters corresponding to the voxel nodes due to the use of a conditional model, while rating nodes \( R_s(j, \cdot) \) have an associated node potential parameter \( Q_{node}(s, j) \).

Each rating node \( R_s(j, t) \) has edges connecting it to a subset of relevant voxels from \( V_s(\cdot, t) \) at the same time slice. The set of voxels can vary for different ratings or subjects, but is consistent across time. The precision matrix entry \( Q_{voxel}(s, j, v) \) parametrizes the edge from voxel \( v \) to rating \( j \). To encode the dependencies between the rating at different time points, our dynamic model includes edges between each rating \( R_s(j, t) \) and the previous and following ratings, \( R_s(j, t-1) \) and \( R_s(j, t+1) \). The corresponding edge parameters are \( Q_{time}(s, j) \). We also use the GMRF to encode the dependencies between the ratings of different subjects, in a way that does not assume that the subjects gave identical ratings, by introducing appropriate edges in the model. Thus, we also have an edge between \( R_s(j, t) \) and \( R_{s'}(j, t) \) for all subject pairs \( s, s' \), parametrized by \( Q_{subj}(s, s', j) \).

Overall, our model encodes the following conditional distribution:

\[
P(R(j, \cdot) \mid V(\cdot, \cdot)) = \frac{1}{Z(V(\cdot, \cdot))} \prod_{s,t} \exp \left( -\frac{1}{2} Q_{node}(s, j) R_s(j, t)^2 \right) \prod_{t,s,s'} \exp (-Q_{subj}(s, s', j) R_s(j, t) R_{s'}(j, t)) \prod_{t,s,s,t+1} \exp (-Q_{time}(s, j) R_s(j, t) R_s(j, t+1)) \prod_{s,l,t} \exp (-Q_{voxel}(s, l) R_s(j, t) V_s(l, t)). \tag{1}
\]

### 3 Learning and Prediction

We learn the parameters of the model above from a data set consisting of all of the voxels and all the subjective ratings for all three subjects. We train the parameters discriminatively [10], to maximize the conditional likelihood of the observed ratings given the observed voxel measurements,
To learn the dependencies of ratings on voxels for a single subject $s$, we find parameters $\mathbf{w}_s(j)$, using linear regression, which optimize

$$P(R_s(j, \cdot) | V_s(\cdot, \cdot)) \propto \prod_t \exp \left( -\frac{1}{2\sigma^2_s} (R_s(j, t) - \mathbf{w}_s(j)^T V_s(\cdot, t))^2 \right).$$

However, to deal with the high dimensionality of the feature space relative to the number of training instances, we utilize feature selection; we also introduce regularization terms into the objective that can be viewed as a spatially-based prior over $\mathbf{w}_s(j)$. First, we reduce the number of voxels involved in the objective for each rating using a simple feature selection method — we compute the Pearson correlation coefficient for each voxel and each rating, and select the most highly correlated features. The number of voxels to select is a setting which we tuned, for each rating type individually, using five-fold cross-validation on the training set. We chose to use the same number of voxels across subjects, which is more restrictive but increases the amount of data available for cross-validation.

Even following this feature selection process, we often still have a large number (perhaps hundreds) of relevant voxels as features, and these features are quite noisy. We therefore employ additional regularization over the parameters associated with these voxels. We explored both $L_2$ (ridge) and $L_1$ (Lasso) regularization, corresponding to a Gaussian and a Laplacian prior respectively. Introducing both types of regularization, we end up with a log-likelihood objective of the form:

$$\sum_t (R_s(j, t) - \mathbf{w}_s(j)^T V_s(\cdot, t))^2 + \alpha \sum_i \mathbf{w}_s(j, i)^2 + \beta \sum_i |\mathbf{w}_s(j, i)|$$

Finally, we introduce a novel form of regularization, intended to model spatial regularities. Brain activity associated with some types of stimuli, such as language, is believed to be localized to some number of coherent regions, each of which contains multiple activated voxels. We therefore want to bias our feature selection process in favor of selecting multiple voxels that are nearby in space; more precisely, we would prefer to select a voxel which is in the vicinity of other correlated voxels, over a more strongly correlated voxel which is isolated in the brain, as the latter is more likely to result from noise. We therefore define a robust “hinge-loss”-like distance function for voxels. Letting $\|v_i - v_k\|_2$ denote the Euclidean distance between voxels $v_i$ and $v_k$ in the brain, we define:

$$D(i, k) = \begin{cases} 
1 & \text{if } \|v_i - v_k\|_2 < d_{min}, \\
0 & \text{if } \|v_i - v_k\|_2 > d_{max}, \\
\frac{d_{max} - \|v_i - v_k\|_2}{d_{max} - d_{min}} & \text{otherwise}.
\end{cases}$$

We now introduce an additional regularization term

$$-\lambda \sum_{i,k} |\mathbf{w}_s(j, i)|D(i, k)|\mathbf{w}_s(j, k)|$$

into the objective Eq. (3). This term can offset the $L_1$ term by co-activating voxels that are spatially nearby. Thus, it encourages, but does not force, co-selection of nearby voxels. Note that this regularization term is applied to the absolute values of the voxel weights, hence allowing nearby voxels to have opposite effects on the rating; we do observe such cases in our learned model. Note that, according to our definition, the spatial prior uses simple Euclidean distance in the brain. This is clearly too simplistic, as it ignores the structure of the brain, particularly the complex folding of the cortex. A promising extension of this idea would be to apply a geodesic version of distance instead, measuring distance over gray matter only.
3.2 Training the Joint Model

We now describe the use of regression parameters, as learned in Sec. 3.1, to reduce the size of our joint precision matrix, and learn the final parameters including the inter-rating edge weights.

Given $w_s(j)$, which we consider the optimal linear combination of $V_s(\cdot, j)$ for predicting $R_s(j)$, we remove the voxel nodes $V_s(\cdot, t)$ from our model, and introduce new ’summary’ nodes $U_j(t) = w_s(j)^T V_s(\cdot, t)$. Now, instead of finding $Q_{voxe}(s, j, v)$ parameters for every voxel $v$ individually, we only have to find a single parameter $Q_s(s, j)$. Given the structure of our original linear Gaussian model, there is a direct relationship between optimization in the reduced formulation and optimizing using the original formulation. Assuming $w_s(j)$ is the optimal set of regression parameters, the optimal $Q_{voxe}(s, j, l)$ in the full form would be proportional to $Q_u(s, j)w_s(j, l)$, optimized in the reduced form. This does not guarantee that our two phase learning results in globally optimal parameter settings, but simply that given $w_s(j)$, the reduction described is valid.

The joint optimization of $Q_u(s, j)$, $Q_{node}(s, j)$, $Q_{time}(s, j)$, and $Q_{subj}(s, s', j)$ is performed according to the reduced conditional likelihood. The reduced form of Eq. (1) simply replaces the final terms containing $Q_{voxe}(s, j)$ with:

$$
\prod_{s, t} \exp \left( -Q_u(s, j)R_s(j, t)U_j(t) \right).
$$

The final objective is computationally feasible due to the reduced parameter space. The log likelihood is a convex function of all our parameters, with the final joint precision matrix constrained to be positive semi-definite to ensure a legal Gaussian distribution. Thus, we can solve the problem with semi-definite programming using a standard convex optimization package [1]. Last, we combine all learned parameters from both steps, repeated across time steps, for the final joint model.

3.3 Prediction

Prediction of unseen ratings given new fMRI scans can be obtained through probabilistic inference on the models learned for each rating type. We incorporate the observed voxel data from all three subjects as observed values in our GMRF, which induces a Gaussian posterior over the joint set of ratings. We only need to predict the most likely assignment to ratings, which is the mean (or mode) of this Gaussian posterior. The mean can be easily computed using coordinate ascent over the log likelihood of our joint Gaussian model. More precisely, we iterate over the nodes (recall there is one node for each subject at each time step), and update its mean to the most likely value given the current estimated means of its neighbors in the GMRF. Let $Q_{RR}$ be the joint precision matrix, over all nodes over time and subject, constructed from $Q_u(\cdot, \cdot)$, $Q_{time}(\cdot, \cdot)$, $Q_{subj}(\cdot, \cdot, \cdot)$, and $Q_{node}(\cdot, \cdot)$. Then for each node $k$ and neighbors $N_k$ according to the graph structure of our GMRF, we update $\mu_k \leftarrow -\sum_{j \in N_k} \mu_j Q_{RR}(k, j)$. As the objective is convex, this process is guaranteed to converge to the mode of the posterior Gaussian, providing the most likely ratings for all subjects, at all time points, given the functional data from scans during a new movie.

4 Experimental Results

As described, the fMRI data collected for the PBAIC included fMRI scans of three different subjects, and three sessions each. In each of the sessions, a subject viewed a movie approximately 20 minutes in length, constructed from clips of the Home Improvement sitcom. All three subjects watched the same movies — referred to as Movie1, Movie2 and Movie3. The scans produced volumes with approximately 30,000 brain voxels, each approximately 3.28mm by 3.28mm by 3.5mm, with one volume produced every 1.75 seconds. Subsequently, the subject watched the movie again multiple times (not during an fMRI session), and rated a variety of characteristics at time intervals corresponding to the fMRI volume rate. Before use in prediction, the rating sequences were convolved with a standard hemodynamic response function [4]. The core ratings used in the competition were Amusement, Attention, Arousal, Body Parts, Environmental Sounds, Faces, Food, Language, Laughter, Motion, Music, Sadness, and Tools. Since the ratings are continuous values, competition scoring was based on the correlation (for frames where the movie is playing) of predicted
To train our model, we use the fMRI measurements along with all ratings from all subjects’ sessions for some set of movies, holding out other movies for testing. We chose to use an entire held out movie session because the additional variance between fMRI sessions is an important aspect of the prediction task. The training set is used both to learn the model parameters and for the cross-validation step used to select regularization settings. The learned model is then used to predict ratings for the held out test movies for all subjects, from fMRI data alone. Our GMRF model shows significant improvement over simpler models on the prediction task, and a version of this model was used in our submission to the PBAIC. We also evaluate the results of our feature selection steps, examining which regions of the brain are used for each rating prediction.

4.1 Rating Prediction

For our own evaluation outside of the competition, given that we did not have access to Movie3 ratings for testing, we trained a full model using functional data and ratings from the three subjects viewing Movie1, and then made predictions using the scans from all subjects for Movie2. The predictions made by the dynamic GMRF model were highly correlated with the true ratings. The best overall average correlation achieved for held out Movie2 was 0.482. For all subjects, the correlation for both Language and Faces was above 0.7, and we achieved correlations of above 0.5 on 19 of the 39 core tasks (three subjects time 13 ratings).

To evaluate the contribution of various components of our model, we also tested simpler versions, beginning with a regularized linear regression model. We also constructed two simplified versions of our GMRF, one which includes edges between subjects but not time interactions, and conversely one which includes time interactions but removed subject edges. Finally, we tested our full GMRF model, plus our GMRF model along with the spatial prior. As shown in Fig. 2(a), both the time dependencies and the cross-subject interactions help greatly over the linear regression model. The final combined model, which includes both time and subject edges, demonstrates significant improvement over including either alone. We also see that the addition of a spatial prior (using cross-validation to select which ratings to apply it to), results in a small additional improvement, which we explore further in Sec. 4.2. Performance on each of the rating types individually is shown in Fig. 2(b) for subject 3, for both linear regression and our GMRF. One interesting note is that the relative ordering of rating type accuracy for the different models is surprisingly consistent.

As mentioned, we submitted the third place entry to the 2006 PBAIC. For the competition, we used our joint GMRF model, but had not developed the spatial prior presented here. We trained the model using data from Movie1 and Movie2 and the corresponding ratings from all three subjects. We submitted predictions for the unseen Movie3 predictions. Around 40 groups made final submissions. Our final score in the competition was 0.493, whereas 80% of the entries fell below 0.4000. The first place group, Olivetti et al. [14], employed recurrent neural networks with mutual information based feature selection, scored 0.515. The second group, scoring 0.509, was Chigirev et al. [5] — they applied regularized linear models with smoothing across time, spatially nearby voxels and
averaging across subjects. Some groups employed machine learning techniques such as Support Vector Regression, while others focused on defined Regions of Interest as features in prediction.

4.2 Voxel Selection and Regularization

We also examined the results of feature selection and regularization, looking at the location of voxels used for each rating, and the differences resulting from various techniques. Starting with the approximately 30,000 brain voxels per subject, we apply our feature selection techniques, using cross-validation on training sessions to determine the number of voxels used to predict each rating. The optimal number did vary significantly by rating, as the graph of performance in Fig. 2(c) demonstrates. For instance, a small voxel set (less than 100) performs well for the Body Parts rating, while the Language rating does well with several hundred voxels, and Amusement uses an intermediate number. This may reflect the actual size and number of brain regions activated by such stimuli, but likely also reflects voxel noise and the difficulty of the individual predictions.

Visualization demonstrates that our selected voxels often occur in regions known to be responsive to relevant stimuli. For instance, voxels selected for Motion in all subjects include voxels in cortical areas known to respond to motion in the visual field (Fig. 3(a)). Likewise, many voxels selected for Language occur in regions linked to language processing (Fig. 4(b)). However, many other voxels were not from expected brain regions, attributable in part to noise in the data, but also due to the intermixed and correlated stimuli in the videos. For instance, the ratings Language and Faces for subject 1 in Movie1 have correlation 0.68, and we observed that the voxels selected for Faces and Language overlapped significantly. Voxels in the language centers of the brain improve the prediction of Faces since the two stimuli are causally related, but it might be preferable to capture this correlation by adding edges between the rating nodes of our GMRF. Interestingly, there was some consistency in voxel selection between subjects, even though our model did not incorporate cross-subject voxel selection. Comparing Faces voxels for Subject 3 Fig. 3(b), to voxels for Subject 2 Fig. 4(a), we see that the respective voxels do come from similar regions. This provides further evidence that the feature selection methods are finding real patterns in the fMRI data.

Finally, we discuss the results of applying our spatial prior. We added the prior for ratings which it improved in cross-validation trials for all subjects — Motion, Language, and Faces. Comparison of the voxels selected with and without our spatial prior reveal that it does result in more spatially coherent groups of voxels. Note the total number of voxels selected does not rise in general. As shown in Fig. 4(a), the voxels for Faces for subject 3 include a relevant group of voxels even without the prior, but including the spatial prior results in including additional voxels voxels near this region. Similar results for Language are shown for subject 1. Arousal prediction was actually hurt by including the spatial prior, and looking at the voxels selected for subject 2 for Arousal Fig. 3(c), we see that there is almost no spatial grouping originally, so perhaps here the spatial prior is implausible.

5 Discussion

This work, and the other PBAIC entries, demonstrated that a wide range of subjective experiences can be predicted from fMRI data collected during subjects’ exposure to rich stimuli. Our probabilistic model in particular demonstrated the value of time-series and multi-subject data, as the use of edges representing correlations across time and correlations between subjects each improved the
accuracy of our predictions significantly. Further, while voxels are very noisy, with appropriate regularization and the use of a spatially-based prior, reliable prediction was possible using individual voxels as features. Although voxels were selected from the whole brain, many of the voxels selected as features in our model were located in brain regions known to be activated by relevant stimuli.

One natural extension to our work would include the addition of interactions between distinct rating types, such as Language and Faces, which are likely to be correlated. This may improve predictions, and could also result in more targeted voxel selection for each rating. More broadly, though, the PBAIC experiments provided an extremely rich data set, including complex spatial and temporal interactions among brain voxels and among features of the stimuli. There are many aspects of this data we have yet to explore, including modeling the relationships between the voxels themselves across time, perhaps identifying interesting cascading patterns of voxel activity. Another interesting direction would be to determine which temporal aspects of the semantic ratings are best encoded by brain activity — for instance it is possible that brain activity may respond more strongly to changes in some stimuli rather than simply stimulus presence. Such investigations could provide further insight into brain activity in response to complex stimuli in addition to improving our ability to make accurate predictions from fMRI data.
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