Identifying protein-protein interaction sites on a genome-wide scale
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Abstract
Protein interactions typically arise from a physical interaction of one or more small sites on the surface of the two proteins. Identifying these sites is very important for drug and protein design. In this paper, we propose a computational method based on probabilistic relational model that attempts to address this task using high-throughput protein interaction data and a set of short sequence motifs. We learn the model using the EM algorithm, with a branch-and-bound algorithm as an approximate inference for the E-step. Our method searches for motifs whose presence in a pair of interacting proteins can explain their observed interaction. It also tries to determine which motif pairs have high affinity, and can therefore lead to an interaction. We show that our method is more accurate than others at predicting new protein-protein interactions. More importantly, by examining solved structures of protein complexes, we find that 2/3 of the predicted active motifs correspond to actual interaction sites.

1 Introduction
Many cellular functions are carried out through physical interactions between proteins. Discovering the protein interaction map can therefore help to better understand the workings of the cell. Indeed, there has been much work recently on developing high-throughput methods to produce a more complete map of protein-protein interactions [1, 2, 3].

Interactions between two proteins arise from physical interactions between small regions on the surface of the proteins [4] (see Fig. 2(b)). Finding interaction sites is an important task, which is of particular relevance to drug design. There is currently no high-throughput experimental method to achieve this goal, so computational methods are required. Existing methods either require solving a protein’s 3D structure (e.g., [5]), and therefore are computationally very costly and not applicable on a genome-wide scale, or use known interaction sites as training data (e.g., [6]), which are relatively scarce and hence have poor coverage. Other work focuses on refining the highly noisy high-throughput interaction maps [7, 8, 9], or on assessing the confidence levels of the observed interactions [10].

In this paper, we propose a computational method for predicting protein interactions
Figure 1: (a) Simple illustration of our assumptions for protein-protein interactions. The small elements denote motif occurrences on proteins, with red denoting active and gray denoting inactive motifs. (b) A fragment of our probabilistic model, for the proteins $P_1, P_2, P_5$. We use yellow to denote an assignment of the value true, and black to denote the value false; full circles denote an assignment observed in the data, and patterned circles an assignment hypothesized by our algorithm. The dependencies involving inactive motif pairs were removed from the graph because they do not affect the rest of the model.

and the sites at which the interactions take place, which uses as input only high-throughput protein-protein interaction data and the protein sequences. In particular, our method assumes no knowledge of the 3D protein structure, or of the sites at which binding occurs.

Our approach is based on the assumption that interaction sites can be described using a limited repertoire of conserved sequence motifs [11]. This is a reasonable assumption since interaction sites are significantly more conserved than the rest of the protein surface [12]. Given a protein interaction map, our method tries to explain the observed interactions by identifying a set of sites of motif occurrence on every pair of interacting proteins through which the interaction is mediated. To understand the intuition behind our approach, consider the example of Fig. 1(a). Here, the interaction pattern of the protein $P_1$ can best be explained using the motif pair $a, b$, where $a$ appears in $P_1$ and $b$ in the proteins $P_2, P_3, P_4$ but not in $P_5$. By contrast, the motif pair $d, b$ is not as good an explanation, because $d$ also appears in $P_5$, which has a different interaction pattern. In general, our method aims to identify motif pairs that have high affinity, potentially leading to interaction between protein pairs that contain them.

However, a sequence motif might be used for a different purpose, and not give rise to an active binding site; it might also be buried inside the protein, and thus be inaccessible for interaction. Thus, the appearance of an appropriate motif does not always imply interaction. A key feature of our approach is that we allow each motif occurrence in a protein to be either active or inactive. Interactions are then induced only by the interactions of high-affinity active motifs in the two proteins. Thus, in our example, the motif $d$ in $P_2$ is inactive, and hence does not lead to an interaction between $P_2$ and $P_4$, despite the affinity between the motif pair $c, d$. We note that Deng et al. [8] proposed a somewhat related method for genome-wide analysis of protein interaction data, based on protein domains. However, their method is focused on predicting protein-protein interactions and not on revealing the site of interaction, and they do not allow for the possibility that some domains are inactive.

Our goal is thus to identify two components: the affinities between pairs of motifs, and the activity of the occurrences of motifs in different proteins. Our algorithm addresses this problem by using the framework of Bayesian networks [13] and probabilistic relational models [14], which allows us to handle the inherent noise in the protein interaction data and the uncertain relationship between interactions and motif pairs. We construct a model encoding our assumption that protein interactions are induced by the interactions of active motif pairs. We then use the EM algorithm [15], to fill in the details of the model, learning both the motif affinities and activities from the observed data of protein-protein interactions and protein motif occurrences. We address the computational complexity of the E-step in
prior probability \( P \) number of active motifs. of motifs in the protein, but that even proteins with few motifs tend to have at least some the number of active motifs in a protein is roughly a constant fraction of the total number our approach is that a specific occurrence of a sequence motif may or may not be active. Thus, each motif occurrence \( P:M \) the set of motifs that occur in it, denoted by \( P.M \). As we discussed, a key premise of our approach is that a specific occurrence of a sequence motif may or may not be active. Thus, each motif occurrence \( a \in P.M \) is associated with a binary-value variable \( P.A_a \), which takes the value \text{true} \ if \( A_a \) is active in protein \( P \) and \text{false} otherwise. We structure the prior probability \( P(P.A_a = \text{true}) = \min\{0.8, \frac{3+0.1|P.M|}{|P|^2} \} \), to capture our intuition that the number of active motifs in a protein is roughly a constant fraction of the total number of motifs in the protein, but that even proteins with few motifs tend to have at least some number of active motifs.

A pair of active motifs in two proteins can potentially bind and induce an interaction between the corresponding proteins. Thus, in our model, a pair of proteins interact if each contains an active motif, and this pair of motifs bind to each other. The probability with which two motifs bind to each other is called their affinity. We encode this assumption by including in our model entities \( T_{ij} \) corresponding to a pair of proteins \( P_i, P_j \). For each pair of motifs \( a \in P_i.M \) and \( b \in P_j.M \), we introduce a variable \( T_{ij}.A_{ab} \), which is a deterministic AND of the activity of these two motifs. Intuitively, this variable represents whether the pair of motifs can potentially interact. The probability with which two active motif occurrences bind is their affinity. We model the binding event between two motif occurrences using a variable \( T_{ij}.B_{ab} \), and define: \( P(T_{ij}.B_{ab} = \text{true} \mid T_{ij}.A_{ab} = \text{true}) = \theta_{ab} \) and \( P(T_{ij}.B_{ab} = \text{true} \mid T_{ij}.A_{ab} = \text{false}) = 0 \), where \( \theta_{ab} \) is the affinity between motifs \( a \) and \( b \). This model reflects our assumption that two motif occurrences can bind only if they are both active, but their actual binding probability depends on their affinity. Note that this affinity is a feature of the motif pair and does not depend on the proteins in which they appear.

We must also account for interactions that are not explained by our set of motifs, whether because of false positives in the data, or because of inadequacies of our model or of our motif set. Thus, we add a spurious binding variable \( T_{ij}.S \), for cases where an interaction between \( P_i \) and \( P_j \) exists, but cannot be explained well by our set of active motifs. The probability that a spurious binding occurs is given by \( P(T_{ij}.S = \text{true}) = \theta_S \).

Finally, we observe an interaction between two proteins if and only if some form of binding occurs, whether by a motif pair or a spurious binding. Thus, we define a variable \( T_{ij}.O \), which represents whether protein \( i \) was observed to interact with protein \( j \), to be a deterministic OR of all the binding variables \( T_{ij}.S \) and \( T_{ij}.B_{ab} \). Overall, \( T_{ij}.O \) is a noisy-OR [13] of all motif pair variables \( T_{ij}.A_{ab} \).

Note that our model accounts for both types of errors in the protein interaction data. False negatives (missing interactions) in the data are addressed through the fact that the presence of an active motif pair only implies that binding takes place with some probability. False positives (wrong interactions) in the data are addressed through the introduction of
the spurious interaction variables.

The full model defines a joint probability distribution over the entire set of attributes:

\[
P(P.A, T.A, T.B, T.S, T.O) = \prod_i \prod_{a \in P.a} P(P_i.A_a) \\
\prod_{ij} \left[ \prod_{a \in P.a, b \in P.b} P(T_{ij}.A_{ab} | P_i.A_a, P_j.A_b) P(T_{ij}.B_{ab} | T_{ij}.A_{ab}) \right] P(T_{ij}.S)P(T_{ij}.O | T_{ij}.B, T_{ij}.S)
\]

where each of these conditional probability distributions is as specified above. We use \( \Theta \) to denote the entire set of model parameters \( \{\theta_{a,b}\}_{a,b} \cup \{\theta_S\} \). An instantiation of our probabilistic model is illustrated in Fig. 1(b).

### 3 Learning the Model

We now turn to the task of learning the model from the data. In a typical setting, we are given as input a protein interaction data set, specifying a set of proteins \( P \) and a set of observed interacting pairs \( T.O \). We are also given a set of potentially relevant motifs, and the occurrences of these motifs in the different proteins in \( P \). Thus, all the variables except for the \( O \) variables are hidden. Our learning task is thus twofold: we need to infer the values of the hidden variables, both the activity variables \( P.A, T.A \), and the binding variables \( T.B, T.S \); we also need to find a setting of the model parameters \( \Theta \), which specify the motif affinities. We use a variant of the \( EM \) algorithm [15] to find both an assignment to the parameters \( \Theta \), and an assignment to the motif variables \( P.A \), which is a local maximum of the likelihood function \( P(T.O, P.A | \Theta) \). Note that, to maximize this objective, we search for a MAP assignment to the motif activity variables, but sum out over the other hidden variables. This design decision is reasonable in our setting, where determining motif activities is an important goal; it is a key assumption for our computational procedure.

As in most applications of \( EM \), our main difficulty arises in the E-step, where we need to compute the distribution over the hidden variables given the settings of the observed variables and the current parameter settings. In our model, any two motif variables (both within the same protein and across different proteins) are correlated, as there exists a path of influence between them in the underlying Bayesian network (see Fig. 1(c)). These correlations make the task of computing the posterior distribution over the hidden variables intractable, and we must resort to an approximate computation. While we could apply a general purpose approximate inference algorithm such as loopy belief propagation [16], such methods may not converge in densely connected model such as this one, and there are few guarantees on the quality of the results even if they do converge. Fortunately, our model turns out to have additional structure that we can exploit. We now describe an approximate inference algorithm that is tailored to our model, and is guaranteed to converge to a (strong) local maximum.

Our first observation is that the only variables that correlate the different protein pairs \( T_{ij} \) are the motif variables \( P.A \). Given an assignment to these activity variables, the network decomposes into a set of independent subnetworks, one for each protein pair. Based on this observation, we divide our computation of the E-step into two parts. In the first, we find an assignment to the motif variables in each protein, \( P.A \); in the second, we compute the posterior probability over the binding motif pair variables \( T.B, T.S \), given the assignment to the motif variables.

We begin by describing the second phase. We observe that, as all the motif pair variables, \( T.A \), are fully determined by the motif variables, the only variables left to reason about are the binding variables \( T.B \) and \( T.S \). The variables for any pair \( T_{ij} \) are independent of the rest of the model given the instantiation to \( T.A \) and the interaction evidence. That fact, combined with the noisy-OR form of the interaction, allows us to compute the posterior probability required in the E-step exactly and efficiently. Specifically, the computation for the variables associated with a particular protein pair \( T_{ij} \) is as follows, where we omit the common prefix \( T_{ij} \) to simplify notation. If \( A_{ab} = false \), then
\[ P(B_{ab} = \text{true} \mid A_{ab} = \text{false}, O, \Theta) = 0. \text{ Otherwise, if } A_{ab} = \text{true}, \text{ then} \]
\[ P(B_{ab} = \text{true} \mid A, O, \Theta) = \frac{P(B_{ab} \mid A, \Theta)P(O \mid B_{ab} = \text{true}, A, \Theta)}{P(O \mid A, \Theta)}. \]

The first term in the numerator is simply the motif affinity \( \theta_{ab} \); the second term is 1 if \( O = \text{true} \) and 0 otherwise. The numerator can easily be computed as \( P(O \mid A, \Theta) = 1 - (1 - \theta_S) \prod_{A_{i,j} = \text{true}} (1 - \theta_{ab}) \). The computation for \( P(S) \) is very similar.

We now turn to the first phase, of finding a setting to all of the motif variables. Unfortunately, as we discussed, the model is highly interconnected, and finding an optimal joint setting to all of these variables \( P.A \) is intractable. We thus approximate finding this joint assignment using a method that exploits our specific structure. Our method iterates over proteins, finding in each iteration the optimal assignment to the motif variables of each protein given the current assignment to the motif activities in the remaining proteins. The process repeats, iterating over proteins, until convergence.

As we discussed, the likelihood of each assignment to \( P_i.A \) can be easily computed using the method described above. However, the computation for each protein is still exponential in the number of motifs it contains, which can be large (e.g., 15). However, in our specific model, we can apply the following branch-and-bound algorithm (similar to an approach proposed by Henrion [17] for BN2O networks) to find the globally optimal assignment to the motif variables of each protein. The idea is that we search over the space of possible assignments \( P_i.A \) for one that maximizes the objective we wish to maximize. We can show that if making a motif active relative to one assignment does not improve the objective, it will also not improve the objective relative to a large set of other assignments.

More precisely, let \( f(P_i.A) = P(P_i.A \mid P_{-i}.A, O, \theta) \) denote the objective we wish to maximize, where \( P_{-i}.A \) is the fixed assignment to motif variables in all proteins except \( P_i \). Let \( P_i.A_{-a} \) denote the assignment to all the motif variables in \( P_i \) except for \( A_a \). We compute the ratio of \( f \) after we switch \( P_i.A_a \) from \( \text{false} \) to \( \text{true} \). Let \( h_a(P_j) = \prod_{P_i.A_a = \text{true}} (1 - \theta_{ab}) \) denote the probability that motif \( a \) does not bind with any active motif in \( P_j \). We can now compute:

\[
\Delta_a(P_i.A_{-a}) = \frac{f(P_i.A_a = \text{true}, P_i.A_{-a})}{f(P_i.A_a = \text{false}, P_i.A_{-a})} = \frac{g}{1 - g} \cdot \prod_{T_{ij} \cap i = a} h_a(P_j) \cdot \prod_{T_{ij} \cap i \neq a} \frac{1 - (1 - \theta_S)h_a(P_j) \prod_{a \neq b, P_i.A_a = \text{true}} h_b(P_j)}{1 - (1 - \theta_S) \prod_{a \neq b, P_i.A_a = \text{true}} h_b(P_j)}
\]

(1)

where \( g \) is the prior probability for a motif in protein \( P_i \) to be active.

Now, consider a different point in the search, where our current motif activity assignment is \( P_i.A_a'_{-a} \), which has all the active motifs in \( P_i.A_{-a} \) and some additional ones. The first two terms in the product of Eq. (1) are the same for \( \Delta_a(P_i.A_{-a}) \) and \( \Delta_a(P_i.A_a'_{-a}) \). For the final term (the large fraction), one can show using some algebraic manipulation that this term in \( \Delta_a(P_i.A_a'_{-a}) \) is lower than that for \( \Delta_a(P_i.A_{-a}) \). We conclude that \( \Delta_a(P_i.A_{-a}) \geq \Delta_a(P_i.A_a'_{-a}) \), and hence that:

\[
\frac{f(P_i.A_a = \text{true}, P_i.A_a)_{-a}}{f(P_i.A_a = \text{false}, P_i.A_a)_{-a}} \leq 1 \Rightarrow \frac{f(P_i.A_a = \text{true}, P_i.A_a')_{-a}}{f(P_i.A_a = \text{false}, P_i.A_a')_{-a}} \leq 1.
\]

It follows that, if switching motif \( a \) from inactive to active relative to \( P_i.A \), decreases \( f \), it will also decrease \( f \) if we have some additional active motifs.

We can exploit this property in a branch-and-bound algorithm in order to find the globally optimal assignment \( P_i.A \). Our algorithm keeps a set \( V \) of viable candidates for motif assignments. For presentation, we encode assignments via the set of active motifs they contain. Initially, \( V \) contains only the empty assignment \( \{\} \). We start out by considering
motif assignments with a single active motif. We put such an assignment \{a\} in V if its $f$-score is higher than $f(\{\})$. Now, we consider assignments \{a, b\} that have two active motifs. We consider \{a, b\} only if both \{a\} and \{b\} are in V. If so, we evaluate its $f$-score, and add it to V if this score is greater than that of \{a\} and \{b\}. Otherwise, we throw it away. We continue this process for all assignments of size $k$: For each assignment with active motif set $S$, we test whether $S - \{a\} \in V$ for all $a \in S$; if we compare $f(S)$ to each $f(S - \{a\})$, and add it if it dominates all of them. The algorithm terminates when, from some $k$, no assignment of size $k$ is saved.

To understand the intuition behind this pruning procedure, consider a candidate assignment \{a, b, c, d\}, and assume that \{a, b, c\} $\in V$, but \{b, c, d\} $\notin V$. In this case, we must have that \{b, c\} $\in V$, but adding $d$ to that assignment reduces the $f$-score. In this case, as shown by our analysis, adding $d$ to the superset \{a, b, c\} would also reduce the $f$-score.

This algorithm is still exponential in worst case. However, in our setting, a protein with many motifs has a low prior probability that each of them is active. Hence, adding new motifs is less likely to increase the $f$-score, and the algorithm tends to terminate quickly. As we show in Section 4, this algorithm significantly reduces the cost of our procedure.

Our E-step finds an assignment to $P.A$ which is a strong local optimum of the objective function $\max P(P.A \mid T.O, \Theta)$: The assignment has higher probability than any assignment that changes any of the motif variables for any single protein. For that assignment, our algorithm also computes the distribution over all of the binding variables, as described above. Using this completion, we can now easily compute the (expected) sufficient statistics for the different parameters in the model. As each of these parameters is a simple binomial distribution, the maximum likelihood estimation in the M-step is entirely standard; we omit details.

4 Results

We evaluated our model on reliable *S. cerevisiae* protein interactions data from MIPS [2] and DIP [3] databases. As for non-interaction data, we randomly picked pairs of proteins that have no common function and cellular location. This results in a dataset of 2275 proteins, 4838 interactions ($T_{ij}, O = true$), and 9037 non-interactions ($T_{ij}, O = false$). We used sequence motifs from the Prosite database [11] resulting in a dataset of 516 different motifs with an average of 7.1 motif occurrences per protein. If a motif pair doesn’t appear between any pair of interacting proteins, we initialize its affinity to be 0 to maximize the joint likelihood. Its affinity will stay at 0 during the EM iterations and thus simplify our model structure. We set the initial affinity for the remaining 8475 motif pairs to 0.03.

We train our model with motifs initialized to be either all active ($P.A = true$) or all inactive ($P.A = false$). We get similar results with these two different initializations, indicating the robustness of our algorithm. Below we only report the results based on all motifs initialized to be active. Our branch-and-bound algorithm is able to significantly reduce the number of motif activity assignments that need to be evaluated. For a protein with 15 motifs, the number of assignments evaluated is reduced from $2^{15} = 32768$ in exhaustive search to 802 using our algorithm. Since majority of the computation is spent on finding the activity assignments, this resulted in a 40 fold reduction in running time.

**Predicting protein-protein interactions.** We test our model by evaluating its performance in predicting interactions. We test this performance using 5-fold cross validation on the set of interacting and non-interacting protein pairs. In each fold, we train a model and predict $P(T_{ij}, O) = true$ for pairs $P_i, P_j$ in the held-out interactions.

Many motif pairs are over-represented in interacting proteins. We thus compare our method to a baseline method that ranks pairs of proteins on the basis of the maximum enrichment of over-represented motif pairs (see [18] for details). We also compare it to a model where all motifs are set to be active; this is analogous to the method of Deng et al. [8]. For completeness, we compare the two variants of the model using data on the domain (Pfam and ProDom [19]) content of the proteins as well as the Prosite motif content.
Figure 2: (a) ROC curve for different methods. The X-axis is the proportion of all non-interacting protein pairs in the training data predicted to interact. Y-axis is the proportion of all interacting protein pairs in the training data predicted to interact. Points are generated using different cutoff probabilities. A larger area under the curve indicates better prediction. Our method (square marker) outperforms all other methods. (b) Two protein chains that form a part of the 1ryp complex in PDB, interacting at the site of two short sequence motifs.

The ROC curves in Fig. 2(a) show that our method outperforms the other methods, and that the additional degree of freedom of allowing motifs to be inactive is essential. These results validate our modeling assumptions; they also show that our method can be used to suggest new interactions and to assign confidence levels on observed interactions, which is much needed in view of the inaccuracies and large fraction of missing interactions in current interaction databases.

Evaluating predicted active motifs. A key feature of our approach is its ability to detect pairs of interacting motifs. We evaluate these predictions against the data from Protein Data Bank (PDB) [20], which contains some solved structures of interacting proteins Fig. 2(b). While the PDB data is scarce, it provides the ultimate evaluation of our predicted active motifs. We extracted all structures from PDB that have at least two co-crystallized chains, and whose chains are nearly identical to yeast proteins. From the residues that are in contact between two chains (distance $< 5$ Angstr"oms), we infer which protein motifs participate in interactions. Among our training data, 105 proteins have co-crystallized structure in PDB. On these proteins, our data contained a total of 620 motif occurrences, of which 386 are predicted to be active. Among those motifs predicted to be active, 257 of them (66.6%) are interacting in PDB. Among the 234 motifs predicted to be inactive, only 120 of them (51.3%) are interacting. The chi-square p-value is $10^{-4}$. On the residue level, our predicted active motifs consist of 3736 amino acids, and 1388 of them (37.2%) are interacting. In comparison, our predicted inactive motifs consist of 3506 amino acids, and only 588 of them (16.0%) are interacting. This significant enrichment provides support for the ability of our method to detect motifs that participate in interactions. In fact, the set of interactions in PDB is only a subset of the interactions those proteins participate in. Therefore, the actual rate of false positive active motifs is likely to be lower than we report here.

5 Discussion and Conclusions

In this paper, we presented a probabilistic model which explicitly encodes elements in the protein sequence that mediate protein-protein interactions. By using a variant of the EM al-
gorithm and a branch-and-bound algorithm for the E-step, we make the learning procedure tractable. Our result shows that our method successfully uncovers motif activities and binding affinities, and uses them to predict both protein interactions and specific binding sites. The ability of our model to predict structural elements, without a full structure analysis, provides support for the viability of our approach.

Our use of a probabilistic model provides us with a general framework to incorporate different types of data into our model, allowing it to be extended in various ways. First, we can incorporate additional signals for protein interactions, such as gene expression data (as in [9]), cellular location, or even annotations from the literature (as in [7]). We can also integrate protein interaction data across multiple species; for example, we might try to use the yeast interaction data to provide more accurate predictions for the protein-protein interactions in fly [10].
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