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Abstract

We give an unified convergence analysis of ensemble learning meth-
ods including e.g. AdaBoost, Logistic Regression and the Least-Square-
Boost algorithm for regression. These methods have in common that
they iteratively call a base learning algorithm which returns hypotheses
that are then linearly combined. We show that these methods are related
to the Gauss-Southwell method known from numerical optimization and
state non-asymptotical convergence results for all these methods. Our
analysis includes -norm regularized cost functions leading to a clean
and general way to regularize ensemble learning.

1 Introduction
We show convergence rates of ensemble learning methods such as AdaBoost [10], Logistic
Regression (LR) [11, 5] and the Least-Square (LS) regression algorithm called LS-Boost
[12]. These algorithms have in common that they iteratively call a base learning algorithm
(also called weak learner) on a weighted training sample. The base learner is expected

to return in each iteration a hypothesis from some hypothesis set of weak hypotheses
that has small weighted training error. This is the weighted number of false predictions

in classification and weighted estimation error in regression. These hypotheses are then
linearly combined to form the final hypothesis ; in classification one
uses the sign of for prediction. The hypothesis coefficient is determined at iteration
, such that a certain objective is minimized or approximately minimized, and is fixed for
later iterations. Here we will work out sufficient conditions on the base learning algorithm
to achieve linear convergence to the minimum of an associated loss function . This means
that for any starting condition the minimum can be reached with precision in only

iterations.
Relation to Previous Work In the original work on AdaBoost it has been shown that
the optimization objective (which is an upper bound on the training error) converges ex-
ponentially fast to zero, if the base learner is consistently better than random guessing, i.e.
its weighted training error is always smaller than some constant with . In this
case the convergence is known to be linear (i.e. exponentially decreasing) [10]. One can
easily show that this is the case when the data is separable:1 If the data is not separable, the
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1We call the data separable, if there exists such that separates the training examples.



weighted training error cannot be upper bounded by a constant smaller , otherwise one
could use AdaBoost to find a separation using the aforementioned convergence result. 2
For AdaBoost and Logistic Regression it has been shown [5] that they generate a combined
hypothesis asymptoticallyminimizing a loss functional only depending on the output of
the combined hypothesis . This holds for the non-separable case; however, the assumed
conditions in [5] on the performance of the base learner are rather strict and can usually
not be satisfied in practice. Although the analysis in [5] holds in principle for any strictly
convex cost function of Legendre-type (e.g. [24], p. 258, and [1]), one needs to show the
existence of a so-called auxiliary function [7, 5] for each cost function other than the expo-
nential or the logistic loss. This can indeed be done [cf. 19, Section 4.2], but in any case
only leads to asymptotical results. In the present work we can also show rates of conver-
gence.
In an earlier attempt to show the convergence of such methods for arbitrary loss functions
[17], one needed to assume that the hypothesis coefficients are upper bounded by a
rather small constant. For this case it has been shown that the algorithm asymptotically
converges to a combined hypothesis minimizing . However, since the ’s need to be
small, the algorithm requires many iterations to achieve this goal.
In [9] it has been shown that for loss functions which are (essentially) exponentially de-
creasing (including the loss functions of AdaBoost and Logistic regression), the loss is

in the first iterations and afterwards . This implies linear convergence.
However, this only holds, if the loss reaches zero, i.e. if the data is separable. In our work
we do not need to assume separability.
An equivalent optimization problem for AdaBoost has also been considered in a paper that
predates the formulation of AdaBoost [4]. This optimization problem concerns the likeli-
hood maximization for some exponential family of distributions. In this work convergence
is proven for the general non-separable case, however, only for the exponential loss, i.e. for
the case of AdaBoost.3 The framework set up in this paper is more general and we are able
to treat any strictly convex loss function.
In this paper we propose a family of algorithms that are able to generate a combined hy-
pothesis converging to the minimum of (if it exists), which is a functional depending
on the outputs of the function evaluated on the training set. Special cases are AdaBoost,
Logistic Regression and LS-Boost. While assuming mild conditions on the base learning
algorithm and the loss function , we can show linear convergence rates [15] (beginning
in the first iteration) of the type for some fixed

. This means that the difference to the minimum loss converges exponentially
fast to zero (in the number of iterations). A similar convergence has been proven for Ada-
Boost in the special case of separable data [10], although the constant shown in [10] can
be considerable smaller [see also 9]. To prove the convergence of leveraging, we exploit
results of Luo & Tseng [16] for a variant of the Gauss-Southwell method known from nu-
merical optimization.
Since in practice the hypothesis set can be quite large, ensemble learning algorithms
without any regularization often suffer from overfitting [22, 12, 2, 19]. Here, the com-
plexity can only be controlled by the size of the base hypothesis set or by early stopping
after a few iterations. However, it has been shown that shrinkage regularization implied
by penalizing some norm of the hypothesis coefficients is the favorable strategy [6, 12].
We therefore extend our analysis to the case of -norm regularized loss functions. With
a slight modification this leads to a family of converging algorithms that e.g. includes the
Leveraged Vector Machine [25] and a variant of LASSO [26].
In the following section we briefly review AdaBoost, Logistic Regression, and LS-Boost
and cast them in a common framework. In Sec. 3 we present our main results. After re-

2This can also be seen when analyzing a certain linear program in the dual domain (cf. [23])
3We will expand on this connection in the full paper (see also [14, 19]).



lating these results to leveraging algorithms, we present an extension to regularized cost
functions in Sec. 4 and finally conclude.

2 Leveraging algorithms revisited
We first briefly review some of the most well known leveraging algorithms for classification
and regression. For more details see e.g. [10, 11, 12, 8]. We work with Alg. 1 as a template
for a generic leveraging algorithm, since these algorithms have the same algorithmical
structure. Finally, we will generalize the problem and extend the notation.
AdaBoost & Logistic Regression are designed for classification tasks. In each iteration
they call a base learning algorithm on the training set

(cf. step 3a in Alg. 1). Here a weighting on the sample is used
that is recomputed in each iteration . The base learner is expected to return a hypothesis
from some hypothesis space4 that

has small weighted classification error5 [10, 11], where
and . It is more convenient to work with the edge of , which is

defined as . After selecting the hypothesis, its weight
is computed such that it minimizes a certain functional (cf. step 3b). For AdaBoost this is

(1)

and for Logistic Regression it is

(2)

where is the combined hypothesis of the previous iteration given by
. For AdaBoost it has been shown that minimizing (1) can be com-

puted analytically [3]. This is true because we assumed that the hypotheses are binary
valued. Similarly, for LR there exists an analytic solution of (2). The weighting on the
sample is updated based on the new combined hypothesis :

and for AdaBoost and Logistic
Regression, respectively.
Least-Square-Boost is an algorithm to solve regression tasks. In this case

, and . It
works in a similar way as AdaBoost and LR. It first selects a hypothesis solving

(3)

and then finds the hypothesis weight by minimizing the squared error of the new com-
bined hypothesis:

(4)

The “weighting” of the sample is computed as , which is the residual
of [12]. In a second version of LS-Boost, the base hypothesis and its weight are found
simultaneously by solving [12]:

(5)

Since in (5) one reaches a lower loss function value than with (3) and (4), it might be the
favorable strategy.

4Notice that always contains only a finite number of different hypotheses when evaluated on
the training set and is effectively finite [2].

5Different from common convention, we include the in to make the presentation simpler.



Algorithm 1 – A Leveraging algorithm for the loss function .

1. Input: , No. of Iterations , Loss function
2. Initialize: , for all
3. Do for ,

(a) Train classifier on and obtain hypothesis
(b) Set
(c) Update and

4. Output:

The General Case These algorithms can be summarized in Alg. 1 (where case (5) is
slightly degenerated, cf. Sec. 3.2) for some appropriately defined functions and : plug-
in and choosing as for Ada-
Boost (cf. (1)), for Logistic Regression (cf. (2)) and

for LS-Boost (cf. (4)).
It can easily be verified that the function , used for computing the weights , is the deriva-
tive of with respect to the second argument [3, 12].
The Optimization Problem It has been argued in [3, 18, 11, 17] and finally shown in
[5] that AdaBoost and Logistic Regression under certain condition asymptotically con-
verge to a combined hypothesis minimizing the respective loss on the training sam-
ple, where is a linear combination of hypotheses from , i.e.

. Thus, they solve the optimization problem:

(6)

where we defined a matrix with .
To avoid confusions, note that hypotheses and coefficients generated during the iterative
algorithm are marked by a hat. In the algorithms discussed so far, the optimization takes
place by employing the leveraging scheme outlined in Alg. 1. The output of such an algo-
rithm is a sequence of pairs and a combined hypothesis .
With , , it is easy to verify that

, which is in (note the missing hat).
Other Preliminaries Throughout the paper we assume the loss function is of the form

Although, this assumption is not necessary, the presentation becomes easier. In [7, 5, 19]
a more general case of Legendre-type cost functions is considered. However, note that
additive loss functions are commonly used, if one considers i.i.d.-drawn examples.
We assume that each element and is finite ( , ) and
does not contain a zero column. Furthermore, the function is assumed to
be strictly convex for all .
For simplicity we assume for the rest of the paper that is finite and complementation
closed, i.e. for every there exists also . The assumption on the finiteness is
not crucial for classification (cf. footnote 4). For regression problems the hypothesis space
might be infinite. This case has explicitly been analyzed in [20, 19] and goes beyond the
scope of this paper (see also [27]).

3 Main Result
We now state a result known from the field of numerical optimization. Then we show how
the reviewed leveraging algorithms fit into this optimization framework.



3.1 Coordinate Descent
The idea of coordinate descent is to iteratively select a coordinate, say the -th, and find
such that some functional is minimized with respect to .

There exist several different strategies for selecting the coordinates [e.g. 15]; however, we
are in particular interested in the Gauss-Southwell-type (GS) selection scheme: It selects
the coordinate that has the largest absolute value in the gradient vector , i.e.

. Instead of doing steps in the direction of the negative gradient
as in standard gradient descent methods, one only changes the variable that has the largest
gradient component. This can be efficient, if there are many variables and most of them are
zero at the minimum.
We start with the following general convergence result, which seemed to be fallen into
oblivion even in the optimization community. It will be very useful in the analysis of
leveraging algorithms. Due to a lack of space we omit proofs (see [21, 19]).
Theorem 1 (Convergence of Coordinate Descent [16]). Suppose is twice
continuously differentiable and strictly convex on . Assume that is open, the
set of solutions to

(7)

is not empty, where is a fixed matrix having no zero column, fixed
and is a (possibly unbounded) box-constrained set. Furthermore assume that
the Hessian is a positive matrix for all . Let be the sequence
generated by coordinate descent, where the coordinate selection satisfies

(8)

for some , where is the optimal value of if it would be selected, i.e.

(9)

Then converges to an element in .

The coordinate selection in Thm. 1 is slightly different from the Gauss-Southwell selection
rule described before. We therefore need the following:
Proposition 2 (Convergence of GS on ). Assume the conditions on and as in
Thm. 1. Let be a convex subset of such that . Assume

and (10)

holds for some fixed . Then a coordinate selection satisfies (8) of
Thm. 1, if there exists a fixed such that

(11)

Thus the approximate Gauss-Southwell method on as described above converges. To
show the convergence of the second variant of LS-Boost (cf. (5)) we need the following
Proposition 3 (Convergence of the maximal improvement scheme on ). Let
and as in Proposition 2 and assume (10) holds. Then a coordinate selection
satisfies (8), if there exists a fixed with

(12)



Thus the maximal improvement scheme on as above converges in the sense of Thm. 1.
Finally we can also state a rate of convergence, which is surprisingly not worse than the
rates for standard gradient descent methods:
Theorem 4 (Rate of Convergence of Coordinate Descent, [16]). Assume the conditions
of Thm. 1 hold. Let as in Prop. 2 and assume (10) holds for some . Then we have

(13)

where is the estimate after the -th coordinate descent step, denotes a optimal solu-
tion, and . Especially at iteration : .

Following [16] one can show that the constant is , where is the Lipschitz
constant of and is a constant that depends on and therefore on the geometry of
the hypothesis set (cf. [16, 13] for details). While the upper bound on can be rather large,
making the convergence slow, it is important to note (i) that this is only a rough estimate
of the true constant and (ii) still guarantees an exponential decrease in the error functional
with the number of iterations.

3.2 Leveraging and Coordinate Descent

We now return from the abstract convergence results in Sec. 3.1 to our examples of lever-
aging algorithms, i.e. we show how to retrieve the Gauss-Southwell algorithm on as a
part of Alg. 1. For now we set . The gradient of with respect to is given by

(14)

where is given as in step 3c of Alg. 1. Thus, the coordinate with maximal absolute gra-
dient corresponds to the hypothesis with largest absolute edge (see definition). However,
according to Proposition 2 and 3 we need to assume less on the base learner. It either has
to return a hypothesis that (approximately) maximizes the edge, or alternatively (approxi-
mately) minimizes the loss function.
Definition 5 ( -Optimality). A base learning algorithm is called -optimal, if it always
returns hypotheses that either satisfy condition (11) or (12) for some fixed .
Since we have assumed is closed under complementation, there always exist two hy-
potheses having the same absolute gradient ( and ). We therefore only need to consider
the hypothesis with maximum edge as opposed to the maximum absolute edge.
For classification it means: if the base learner returns the hypothesis with approximately
smallest weighted training error, this condition is satisfied. It is left to show that we can
apply the Thm. 1 for the loss functions reviewed in Sec. 2:
Lemma 6. The loss functions of AdaBoost, Logistic regression and LS-Boost are bounded,
strongly convex and fulfill the conditions in Thm. 1 on any bounded subset of .
We can finally state the convergence result for leveraging algorithms:
Theorem 7. Let be a loss function satisfying the conditions in Thm. 1. Suppose Alg. 1
generates a sequence of hypotheses and weights using a -optimal
base learner. Assume with is bounded. Then any limit
point of is a solution of (6) and converges linearly in the sense of Thm. 4.
Note that this result in particular applies to AdaBoost, Logistic regression and the second
version of LS-Boost. For the selection scheme of LS-Boost given by (3) and (4), both
conditions in Definition 5 cannot be satisfied in general, unless is constant
for all hypotheses. Since ,
the base learner prefers hypotheses with small and could therefore stop
improving the objective while being not optimal (see [20, Section 4.3] and [19, Section 5]
for more details).



4 Regularized Leveraging approaches
We have not yet exploited all features of Thm. 1. It additionally allows for box constraints
and a linear function in terms of the hypothesis coefficients. Here, we are in particular
interested in -norm penalized loss functions of the type , which
are frequently used in machine learning. The LASSO algorithm for regression [26] and the
PBVM algorithm for classification [25] are examples. Since we assumed complementation
closeness of , we can assume without loss of generality that a solution satisfies
. We can therefore implement the -norm regularization using the linear term ,
where and is the regularization constant. Clearly, the regularization
defines a structure of nested subsets of , where the hypothesis set is restricted to a smaller
set for larger values of .
The constraint causes some minor complications with the assumptions on the base
learning algorithm. However, these can easily be resolved (cf. [21]), while not assuming
more on the base learning algorithm. The first step in solving the problem is to add the
additional constraint to the minimization with respect to in step 3b of Alg. 1.
Roughly speaking, this induces the problem that hypothesis coefficient chosen too large in
a previous iteration, cannot be reduced again. To solve this problem one can check for each
coefficient of a previously selected hypothesis whether not selecting it would violate the
-optimality condition (11) or (12). If so, the
Algorithm 2 – A Leveraging algorithm for -norm regularized loss .

1. Input: Sample , No. of Iterations , Loss function , Reg. const.
2. Initialize: , for all
3. Do for ,

(a) Train classifier on and obtain hypothesis
(b) Let and for
(c) , where and .
(d) if then and else
(e) Set
(f) Update and

4. Output:

algorithm selects such a coordinate for the next iteration instead of calling the base learning
algorithm. This idea leads to Alg. 2 (see [21] for a detailed discussion). For this algorithm
we can show the following:
Theorem 8 (Convergence of -norm penalized Leveraging). Assume are as
Thm. 1, is strictly convex, , and the base learner satisfies

(15)

for . Then Alg. 2 converges linearly to a minimum of the regularized loss function.
This can also be shown for a maximum-improvement like condition on the base learner,
which we have to omit due to space limitation.
In [27] a similar algorithm has been suggested that solves a similar optimization problem
(keeping fixed). For this algorithm one can show order one convergence (which is
weaker than linear convergence), which also holds if the hypothesis set is infinite.

5 Conclusion
We gave a unifying convergence analysis for a fairly general family of leveraging methods.
These convergence results were obtained under rather mild assumptions on the base learner
and, additionally, led to linear convergence rates. This was achieved by relating leveraging



algorithms to the Gauss-Southwell method known from numerical optimization.
While the main theorem used here was already proven in [16], its applications closes a
central gap between existing algorithms and their theoretical understanding in terms of
convergence. Future investigations include the generalization to infinite hypotheses spaces
and an improvement of the convergence rate . Furthermore, we conjecture that our results
can be extended to many other variants of boosting type algorithms proposed recently in
the literature (cf. http://www.boosting.org).
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