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ABSTRACT

Hidden Markov models are widely used for automatic speech recognition. They inherently incorporate the sequential character of the speech signal and are statistically trained. However, the a-priori choice of the model topology limits their flexibility. Another drawback of these models is their weak discriminating power. Multilayer perceptrons are now promising tools in the connectionist approach for classification problems and have already been successfully tested on speech recognition problems. However, the sequential nature of the speech signal remains difficult to handle in that kind of machine. In this paper, a discriminant hidden Markov model is defined and it is shown how a particular multilayer perceptron with contextual and extra feedback input units can be considered as a general form of such Markov models.

INTRODUCTION

Hidden Markov models (HMM) [Jelinek, 1976; Bourlard et al., 1985] are widely used for automatic isolated and connected speech recognition. Their main advantages lie in the ability to take account of the time sequential order and variability of speech signals. However, the a-priori choice of a model topology (number of states, probability distributions and transition rules) limits the flexibility of the HMM's, in particular speech contextual information is difficult to incorporate. Another drawback of these models is their weak discriminating power. This fact is clearly illustrated in [Bourlard & Wellekens, 1989; Waibel et al., 1988] and several solutions have recently been proposed in [Bahl et al., 1986; Bourlard & Wellekens, 1989; Brown, 1987].

The multilayer perceptron (MLP) is now a familiar and promising tool in connectionist approach for classification problems [Rumelhart et al., 1986; Lippmann, 1987] and has already been widely tested on speech recognition problems [Waibel et al., 1988; Watrous & Shastri, 1987; Bourlard & Wellekens, 1989]. However, the sequential nature of the speech signal remains difficult to handle with MLP. It is shown here how an MLP with contextual and extra feedback input units can be considered as a form of discriminant HMM.
STOCHASTIC MODELS

TRAINING CRITERIA

Stochastic speech recognition is based on the comparison of an utterance to be recognized with a set of probabilistic finite state machines known as HMM. These are trained such that the probability \( P(W_i|X) \) that model \( W_i \) has produced the associated utterance \( X \) must be maximized, but the parameter space which this optimization is performed over makes the difference between independently trained models and discriminant ones.

Indeed, the probability \( P(W_i|X) \) can be written as

\[
P(W_i|X) = \frac{P(X|W_i)P(W_i)}{P(X)}.
\]

In a recognition phase, \( P(X) \) may be considered as a constant since the model parameters are fixed but, in a training phase, this probability depends on the parameters of all possible models. Taking account of the fact that the models are mutually exclusive and if \( \lambda \) represents the parameter set (for all possible models), \( (1) \) may then be rewritten as:

\[
P(W_i|X, \lambda) = \frac{P(X|W_i, \lambda)P(W_i)}{P(X|W_i, \lambda)P(W_i) + \sum_{k \neq i} P(X|W_k, \lambda)P(W_k)},
\]

Maximization of \( P(W_i|X, \lambda) \) as given by \( (2) \) is usually simplified by restricting it to the subspace of the \( W_i \) parameters. This restriction leads to the Maximum Likelihood Estimators (MLE). The summation term in the denominator is constant over the parameter space of \( W_i \) and thus, maximization of \( P(X|W_i, \lambda) \) implies that of its bilinear map \( (2) \). A language model provides the value of \( P(W_i) \) independently of the acoustic decoding [Jelinek, 1976].

On the other hand, maximization of \( P(W_i|X, \lambda) \) with respect to the whole parameter space (i.e. the parameters of all models \( W_1, W_2, \ldots \)) leads to discriminant models since it implies that the contribution of \( P(X|W_i, \lambda)P(W_i) \) should be enhanced while that of the rival models, represented by

\[
\sum_{k \neq i} P(X|W_k, \lambda)P(W_k),
\]

should be reduced. This maximization with respect to the whole parameter space has been shown equivalent to the maximization of Mutual Information (MMI) between a model and a vector sequence [Bahl et al., 1986; Brown, 1987].

STANDARD HIDDEN MARKOV MODELS

In the regular discrete HMM, the acoustic vectors (e.g. corresponding to 10 ms speech frames) are generally quantized in a front-end processor where each one is replaced by the closest (e.g. according to an Euclidean norm) prototype vector.
y; selected in a predetermined finite set \( \mathcal{Y} \) of cardinality \( I \). Let \( \mathcal{Q} \) be a set of \( K \) different states \( q(k) \), with \( k = 1, \ldots, K \). Markov models are then constituted by the association (according to a predefined topology) of some of these states. If HMM are trained along the MLE criterion, the parameters of the models (defined hereunder) must be optimized for maximizing \( P(X|W) \) where \( X \) is a training sequence of quantized acoustic vectors \( x_n \in \mathcal{Y} \), with \( n = 1, \ldots, N \) and \( W \) is its associated Markov model made up of \( L \) states \( q_\ell \in \mathcal{Q} \) with \( \ell = 1, \ldots, L \). Of course, the same state may occur several times with different indices \( \ell \), so that \( L \neq K \). Let us denote by \( q^*_\ell \) the presence on state \( q_\ell \) at a given time \( n \in [1, N] \). Since events \( q^*_\ell \) are mutually exclusive, probability \( P(X|W) \) can be written for any arbitrary \( n \):

\[
P(X|W) = \sum_{\ell=1}^{L} P(q^*_\ell, X|W),
\]

where \( P(q^*_\ell, X|W) \) denotes thus the probability that \( X \) is produced by \( W \) while associating \( x_n \) with state \( q_\ell \). Maximization of (3) can be worked out by the classical forward-backward recurrences of the Baum-Welch algorithm [Jelinek 1976, Bourlard et al., 1985]

Maximization of \( P(X|W) \) is also usually approximated by the Viterbi criterion. It can be viewed as a simplified version of the MLE criterion where, instead of taking account of all possible state sequences in \( W \) capable of producing \( X \), one merely considers the most probable one. To make all possible paths apparent, (3) can also be rewritten as

\[
P(X|W) = \sum_{\ell_1=1}^{L} \cdots \sum_{\ell_N=1}^{L} P(q^1_{\ell_1}, \ldots, q^N_{\ell_N}, X|W),
\]

and the explicit formulation of the Viterbi criterion is obtained by replacing all summations by a "max" operator. Probability (3) is then approximated by:

\[
\hat{P}(X|W) = \max_{\ell_1, \ldots, \ell_N} P(q^1_{\ell_1}, \ldots, q^N_{\ell_N}, X|W),
\]

and can be calculated by the classical dynamic time warping (DTW) algorithm [Bourlard et al., 1985]. In that case, each training vector is then uniquely associated with only one particular transition.

In both cases (MLE and Viterbi), it can be shown that, according to classical hypotheses, \( P(X|W) \) and \( \hat{P}(X|W) \) are estimated from the set of local parameters \( p[q(\ell), y_i|q^{(-)}(k), W] \), for \( i = 1, \ldots, I \) and \( k, \ell = 1, \ldots, K \). Notations \( q^{(-)}(k) \) and \( q(\ell) \) denote states \( \in \mathcal{Q} \) observed at two consecutive instants. In the particular case of the Viterbi criterion, these parameters are estimated by:

\[
p[q(\ell), y_i|q^{(-)}(k)] = \frac{n_{ik\ell}}{\sum_{j=1}^{I} \sum_{m=1}^{K} n_{jk\ell}}, \quad \forall i \in [1, I], \quad \forall k, \ell \in [1, K],
\]

where \( n_{ik\ell} \) denotes the number of times each prototype vector \( y \) has been associated with a particular transition from \( q(k) \) to \( q(\ell) \) during the training. However, if
the models are trained along this formulation of the Viterbi algorithm, no discrimination is taken into account. For instance, it is interesting to observe that the local probability (5) is not the suitable measure for the labeling of a prototype vector \( y_i \), i.e. to find the most probable state given a current input vector and a specified previous state. Indeed, the decision should ideally be based on the Bayes rule. In that case, the most probable state \( q(\ell_{\text{opt}}) \) is defined by

\[
\ell_{\text{opt}} = \arg \max_\ell p[q(\ell)|y_i, q^{(-)}(k)],
\]

and not on the basis of (5).

It can easily be proved that the estimate of the Bayes probabilities in (6) are:

\[
p[q(\ell)|y_i, q^{(-)}(k)] = \frac{n_{ik\ell}}{\sum_{m=1}^{K} n_{ikm}}.
\]

In the last section, it is shown that these values can be generated at the output of a particular MLP.

**DISCRIMINANT HMM**

For quantized acoustic vectors and Viterbi criterion, an alternative HMM using discriminant local probabilities can also be described. Indeed, as the correct criterion should be based on (1), comparing with (4), the “Viterbi formulation” of this probability is

\[
\bar{P}(W|X) = \max_{\ell_1, \ldots, \ell_N} P(q_{\ell_1}^1, \ldots, q_{\ell_N}^N, W|X).
\]

Expression (8) clearly puts the best path into evidence. The right hand side factorizes into

\[
P(q_{\ell_1}^1, \ldots, q_{\ell_N}^N, W|X) = P(q_{\ell_1}^1, \ldots, q_{\ell_N}^N|X).P(W|X, q_{\ell_1}^1, \ldots, q_{\ell_N}^N).
\]

and suggests two separate steps for the recognition. The first factor represents the acoustic decoding in which the acoustic vector sequence is converted into a sequence of states. Then, the second factor represents a phonological and lexical step: once the sequence of states is known, the model \( W \) associated with \( X \) can be found from the state sequence without an explicit dependence on \( X \) so that

\[
P(W|X, q_{\ell_1}^1, \ldots, q_{\ell_N}^N) = P(W|q_{\ell_1}^1, \ldots, q_{\ell_N}^N).
\]

For example, if the states represent phonemes, this probability must be estimated from phonological knowledge of the vocabulary once for all in a separate process without any reference to the input vector sequence.

On the contrary, \( P(q_{\ell_1}^1, \ldots, q_{\ell_N}^N|X) \) is immediately related to the discriminant local probabilities and may be factorized in

\[
P(q_{\ell_1}^1, \ldots, q_{\ell_N}^N|X) = p(q_{\ell_1}^1|X).p(q_{\ell_2}^1|X, q_{\ell_1}^1) \ldots p(q_{\ell_N}^N|X, q_{\ell_1}^1, \ldots, q_{\ell_{N-1}}^N).
\]
Now, each factor of (9) may be simplified by relaxing the conditional constraints. More specifically, the factors of (9) are assumed dependent on the previous state only and on a signal window of length $2p + 1$ centered around the current acoustic vector. The current expression of these local contributions becomes

$$p(q_t^i | X, q_{t-1}^{i-1}) = p(q_t^i | X_{i-p}^{i+p}, q_{t-1}^{i-1}),$$

(10)

where input contextual information is now taken into account, $X_{n_1}$ denoting the vector sequence $x_m, x_{m+1}, ..., x_n$. If input contextual information is neglected ($p = 0$), equation (10) represents nothing else but the discriminant local probability (7) and is at the root of a discriminant discrete HMM. Of course, as for (7), these local probabilities could also be simply estimated by counting on the training set, but the exponential increase of the number of parameters with the width $2p + 1$ of the contextual window would require an exceedingly large storage capacity as an excessive size of training data to obtain statistically significant parameters. It is shown in the following section how this drawback is circumvented by using an MLP. It is indeed proved that, for the training vectors, the optimal outputs of a recurrent and context-sensitive MLP are the estimates of the local probabilities (10). Given its so-called “generalization property”, the MLP can then be used for interpolating on the test set.

Of course, from the local contributions (10), $\bar{P}(W|X)$ can still be obtained by the classical one-stage dynamic programming [Ney, 1984; Bourlard et al., 1985]. Indeed, inside HMM, the following dynamic programming recurrence holds

$$\bar{P}(q_e|X^n) = \max_k (\bar{P}(q_k|X^{n-1}), p(q_e|X^{n+p}, q_k)),$$

(11)

where parameter $k$ runs over all possible states preceding $q_e$ and $\bar{P}(q_e|X^n)$ denotes the cumulated best path probability of reaching state $q_e$ and having emitted the partial sequence $X^n$.

**RECURRENT MLP AND DISCRIMINANT HMM**

Let $q(k)$, with $k = 1, ..., K$, be the output units of an MLP associated with different classes (each of them corresponding a particular state of $Q$) and $I$ the number of prototype vectors $y_i$. Let $v_i$ denote a particular binary input of the MLP. If no contextual information is used, $v_i$ is the binary representation of the index $i$ of prototype vector $y_i$ and, more precisely, a vector with all zero components but the $i$-th one equal to 1. In the case of contextual input, vector $v_i$ is obtained by concatenating several representations of prototype vectors belonging to a given contextual window centered on a current $y_i$. The architecture of the resulting MLP is then similar to NETtalk initially described in [Sejnowski & Rosenberg, 1987] for mapping written texts to phoneme strings. The same kind of architecture has also been proved successful in performing the classification of acoustic vector strings into phoneme strings, where each current vector was classified by taking account
of its surrounding vectors [Bourlard & Wellekens, 1989]. The input field is then constituted by several groups of units, each group representing a prototype vector. Thus, if \(2p + 1\) is the width of the contextual window, there are \(2p + 1\) groups of \(I\) units in the input layer.

However, since each acoustic vector is classified independently of the preceding classifications in such feedforward architectures, the sequential character of the speech signal is not modeled. The system has no short-term memory from one classification to the next one and successive classifications may be contradictory. This phenomenon does not appear in HMM since only some state sequences are permitted by the particular topology of the model.

Let us assume that the training is performed on a sequence of \(N\) binary inputs \(\{v_{i_1}, \ldots, v_{i_N}\}\) where each \(i_n\) represents the index of the prototype vector at time \(n\) (if no context) or the "index" of one of the \(I(2p+1)\) possible inputs (in the case of a \(2p+1\) contextual window). Sequential classification must rely on the previous decisions but the final goal remains the association of the current input vectors with their own classes. An MLP achieving this task will generate, for each current input vector \(v_{i_n}\) and each class \(q(\ell), \ell = 1, \ldots, K,\) an output value \(g(i_n, k_n, \ell)\) depending on the class \(q(k_n)\) in which the preceding input vector \(v_{i_n-1}\) was classified. Supervision comes from the a-priori knowledge of the classification of each \(v_{i_n}\). The training of the MLP parameters is usually based on the minimization of a **mean square criterion (LMSE)** [Rumelhart et al., 1986] which, with our requirements, takes the form:

\[
E = \frac{1}{2} \sum_{n=1}^{N} \sum_{\ell=1}^{K} [g(i_n, k_n, \ell) - d(i_n, \ell)]^2 ,
\]

where \(d(i_n, \ell)\) represents the target value of the \(\ell\)-th output associated with the input vector \(v_{i_n}\). Since the purpose is to associate each input vector with a single class, the target outputs, for a vector \(v_i \in q(\ell)\), are:

\[
\begin{align*}
    d(i, \ell) &= 1, \\
    d(i, m) &= 0, \quad \forall m \neq \ell ,
\end{align*}
\]

which can also be expressed, for each particular \(v_i \in q(\ell)\) as: \(d(i, m) = \delta_{m\ell}\). The target outputs \(d(i, \ell)\) only depend on the current input vector \(v_i\) and the considered output unit, and not on the classification of the previous one. The difference between criterion (12) and that of a memoryless machine is the additional index \(k_n\) which takes account of the previous decision. Collecting all terms depending on the same indexes, (12) can thus be rewritten as:

\[
E = \frac{1}{2} \sum_{i=1}^{J} \sum_{k=1}^{K} \sum_{l=1}^{K} \sum_{m=1}^{K} n_{ikt} \cdot [g(i, k, m) - d(i, m)]^2 ,
\]

where \(J = I\) if the MLP input is context independent and \(J = I(2p+1)\) if a \(2p+1\) contextual window is used; \(n_{ikt}\) represents the number of times \(v_i\) has been classified
in \( q(\ell) \) while the previous vector was known to belong to class \( q(k) \). Thus, whatever the MLP topology is, i.e. the number of its hidden layers and of units per layer, the optimal output values \( g_{opt}(i, k, m) \) are obtained by canceling the partial derivative of \( E \) versus \( g(i, k, m) \). It can easily be proved that, doing so, the optimal values for the outputs are then

\[
g_{opt}(i, k, m) = \frac{n_{ikm}}{\sum_{t=1}^{K} n_{ikt}}.
\]

The optimal \( g(i, k, m)'s \) obtained from the minimization of the MLP criterion are thus the estimates of the Bayes probabilities, i.e. the discriminant local probabilities defined by (7) if no context is used and by (10) in the contextual case.

It is important to keep in mind that these optimal values can be reached only provided the MLP contains enough parameters and does not get stuck into a local minimum during the training.

A convenient way to generate the \( g(i, k, \ell) \) is to modify its input as follows. For each \( v_{n} \), an extended vector \( V_{n} = (v_{n}^+, v_{n}) \) is formed where \( v_{n}^+ \) is an extra input vector containing the information on the decision taken at time \( n - 1 \). Since output information is fed back in the input field, such an MLP has a recurrent topology. The final architecture of the corresponding MLP (with contextual information and output feedback) is represented in Figure 1 and is similar in design to the net developed in [Jordan, 1986] to produce output pattern sequences.

The main advantage of this topology, when compared with other recurrent models proposed for sequential processing [Elman 1988, Watrous, 1987], over and above the possible interpretation in terms of HMM, is the control of the information fed back during the training. Indeed, since the training data consists of consecutive labeled speech frames, the correct sequence of output states is known and the training is supervised by providing the correct information.

Replacing in (13) \( d(i, m) \) by the optimal values (14) provides a new criterion where the target outputs depend now on the current vector, the considered output and
the classification of the previous vector:

$$E^* = \frac{1}{2} \sum_{i=1}^{J} \sum_{k=1}^{K} \sum_{l=1}^{K} \sum_{m=1}^{K} n_{ikt} \cdot \left( g(i, k, m) - \frac{n_{ikm}}{\sum_{l=1}^{K} n_{ikt}} \right)^2,$$

and it is clear (by canceling the partial derivative of $E^*$ versus $g(i, k, m)$) that the lower bound for $E^*$ is reached for the same optimal outputs as (14) but is now equal to zero, what provides a very useful control parameter during the training phase.

It is evident that these results directly follow from the minimized criterion and not from the topology of the model. In that way, it is interesting to note that the same optimal values (14) may also result from other criteria as, for instance, the entropy [Hinton, 1987] or relative entropy [Solla et al., 1988] of the targets with respect to outputs. Indeed, in the case of relative entropy, e.g., criterion (12) is changed in:

$$E_e = \sum_{n=1}^{N} \sum_{t=1}^{K} \left[ d(i_n, \ell) \cdot \ln \frac{d(i_n, \ell)}{g(i_n, k_n, \ell)} + (1 - d(i_n, \ell)) \cdot \ln \left( \frac{1 - d(i_n, \ell)}{1 - g(i_n, k_n, \ell)} \right) \right],$$

and canceling its partial derivative versus $g(i, k, m)$ yields the optimal values (14). In that case, the optimal outputs effectively correspond now to $E_{e, \text{min}} = 0$.

Of course, since these results are independent of the topology of the models, they remain also valid for linear discriminant functions but, in that case, it is not guaranteed that the optimal values (14) can be reached. However, it has to be noted that in some particular cases, even for not linearly separable classes, these optimal values are already obtained with linear discriminant functions (and thus with a one layered perceptron trained according to an LMS criterion).

It is also important to point out that the same kind of recurrent MLP could also be used to estimate local probabilities of higher order Markov models where the local contribution in (9) are no longer assumed dependent on the previous state only but also on several preceding ones. This is easily implemented by extending the input field to the information related to these preceding classifications. Another solution is to represent, in the same extra input vector, a weighted sum (e.g. exponentially decreasing with time) of the preceding outputs [Jordan, 1986].

**CONCLUSION**

Discrimination is an essential requirement in speech recognition and is not incorporated in the standard HMM. A discriminant HMM has been described and links between this new model and a recurrent MLP have been shown. Recurrence permits to take account of the sequential information in the output sequence. Moreover, input contextual information is also easily captured by extending the input field. It has finally been proved that the local probabilities of the discriminant HMM may be computed (or interpolated) by the particular MLP so defined.
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