Improved Switching among Temporally Abstract Actions

Richard S. Sutton  Satinder Singh
AT&T Labs
Florham Park, NJ 07932
{sutton,baveja}@research.att.com

Doina Precup  Balaraman Ravindran
University of Massachusetts
Amherst, MA 01003-4610
{dprecup,ravi}@cs.umass.edu

Abstract

In robotics and other control applications it is commonplace to have a pre-existing set of controllers for solving subtasks, perhaps hand-crafted or previously learned or planned, and still face a difficult problem of how to choose and switch among the controllers to solve an overall task as well as possible. In this paper we present a framework based on Markov decision processes and semi-Markov decision processes for phrasing this problem, a basic theorem regarding the improvement in performance that can be obtained by switching flexibly between given controllers, and example applications of the theorem. In particular, we show how an agent can plan with these high-level controllers and then use the results of such planning to find an even better plan, by modifying the existing controllers, with negligible additional cost and no re-planning. In one of our examples, the complexity of the problem is reduced from 24 billion state-action pairs to less than a million state-controller pairs.

In many applications, solutions to parts of a task are known, either because they were hand-crafted by people or because they were previously learned or planned. For example, in robotics applications, there may exist controllers for moving joints to positions, picking up objects, controlling eye movements, or navigating along hallways. More generally, an intelligent system may have available to it several temporally extended courses of action to choose from. In such cases, a key challenge is to take full advantage of the existing temporally extended actions, to choose or switch among them effectively, and to plan at their level rather than at the level of individual actions.

Recently, several researchers have begun to address these challenges within the framework of reinforcement learning and Markov decision processes (e.g., Singh, 1992; Kaelbling, 1993; Dayan & Hinton, 1993; Thrun and Schwartz, 1995; Sutton, 1995; Dietterich, 1998; Parr & Russell, 1998; McGovern, Sutton & Fagg, 1997). Common to much of this recent work is the modeling of a temporally extended action as a policy (controller) and a condition for terminating, which we together refer to as an option (Sutton, Precup & Singh, 1998). In this paper we consider the problem of effectively combining given options into one overall policy, generalizing prior work by Kaelbling (1993). Sections 1–3 introduce the framework; our new results are in Sections 4 and 5.
1 Reinforcement Learning (MDP) Framework

In a Markov decision process (MDP), an agent interacts with an environment at some discrete, lowest-level time scale $t = 0, 1, 2, \ldots$. On each time step, the agent perceives the state of the environment, $s_t \in S$, and on that basis chooses a primitive action, $a_t \in A$. In response to each action, $a_t$, the environment produces one step later a numerical reward, $r_{t+1}$, and a next state, $s_{t+1}$. The one-step model of the environment consists of the one-step state-transition probabilities and the one-step expected rewards,

$$p^{a}_{ss'} = \Pr\{s_{t+1} = s' \mid s_t = s, a_t = a\} \quad \text{and} \quad r^{a}_{s} = E\{r_{t+1} \mid s_t = s, a_t = a\},$$

for all $s, s' \in S$ and $a \in A$. The agent's objective is to learn an optimal Markov policy, a mapping from states to probabilities of taking each available primitive action, $\pi : S \times A \to [0, 1]$, that maximizes the expected discounted future reward from each state $s$:

$$V^\pi(s) = E\{r_{t+1} + \gamma r_{t+2} + \cdots \mid s_t = s, \pi\} = \sum_{a \in A_s} \pi(s, a)[r^{a}_{s} + \gamma \sum_{s'} p^{a}_{ss'} V^\pi(s')],$$

where $\pi(s, a)$ is the probability with which the policy $\pi$ chooses action $a \in A_s$ in state $s$, and $\gamma \in [0, 1]$ is a discount-rate parameter. $V^\pi(s)$ is called the value of state $s$ under policy $\pi$, and $V^\pi$ is called the state-value function for $\pi$. The optimal state-value function gives the value of a state under an optimal policy: $V^*(s) = \max_{\pi} V^\pi(s) = \max_{\pi \in A_s} \left[ r^{a}_{s} + \gamma \sum_{s'} p^{a}_{ss'} V^*(s') \right]$. Given $V^*$, an optimal policy is easily formed by choosing in each state $s$ any action that achieves the maximum in this equation. A parallel set of value functions, denoted $Q^\pi$ and $Q^*$, and Bellman equations can be defined for state-action pairs, rather than for states. Planning in reinforcement learning refers to the use of models of the environment to compute value functions and thereby to optimize or improve policies.

2 Options

We use the term options for our generalization of primitive actions to include temporally extended courses of action. Let $h_{t,T} = s_t, a_t, r_{t+1}, s_{t+1}, a_{t+1}, \ldots, r_T, s_T$ be the history sequence from time $t \leq T$ to time $T$, and let $\Omega$ denote the set of all possible histories in the given MDP. Options consist of three components: an initiation set $I \subseteq S$, a policy $\pi : I \times A \to [0, 1]$, and a termination condition $\beta : \Omega \to [0, 1]$. An option $o = (I, \pi, \beta)$ can be taken in state $s$ if and only if $s \in I$. If $o$ is taken in state $s_t$, the next action $a_t$ is selected according to $\pi(s_t, \cdot)$. The environment then makes a transition to $s_{t+1}$, where $o$ terminates with probability $\beta(h_{t,t+1})$, or else continues, determining $a_{t+1}$ according to $\pi(h_{t,t+1}, \cdot)$, and transitioning to state $s_{t+2}$, where $o$ terminates with probability $\beta(h_{t,t+2})$ etc. We call the general options defined above semi-Markov because $\pi$ and $\beta$ depend on the history sequence; in Markov options $\pi$ and $\beta$ depend only on the current state. Semi-Markov options allow "timeouts", i.e., termination after some period of time has elapsed, and other extensions which cannot be handled by Markov options.

The initiation set and termination condition of an option together limit the states over which the option's policy must be defined. For example, a hand-crafted policy $\pi$ for a mobile robot to dock with its battery charger might be defined only for states $I$ in which the battery charger is within sight. The termination condition $\beta$ would be defined to be 1 outside of $I$ and when the robot is successfully docked.

We can now define policies over options. Let the set of options available in state $s$ be denoted $O_s$; the set of all options is denoted $O = \bigcup_{s \in S} O_s$. When initiated in a state $s_t$, the Markov policy over options $\mu : S \times O \to [0, 1]$ selects an option $o \in O_{s_t}$ according to the probability distribution $\mu(s_t, \cdot)$. The option $o$ is then taken in $s_t$, determining actions until it terminates in $s_{t+k}$, at which point a new option is selected, according to $\mu(s_{t+k}, \cdot)$, and so on. In this way a policy over options, $\mu$, determines a (non-stationary) policy over actions, or flat policy, $\pi = f(\mu)$. We define the value of a state $s$ under a general flat policy $\pi$ as the expected return
if the policy is started in $s$:

$$V^\pi(s) \overset{\text{def}}{=} E\left\{ r_{t+1} + \gamma r_{t+2} + \cdots \left| \mathcal{E}(\pi, s, t) \right. \right\},$$

where $\mathcal{E}(\pi, s, t)$ denotes the event of $\pi$ being initiated in $s$ at time $t$. The value of a state under a general policy (i.e., a policy over options) $\mu$ can then be defined as the value of the state under the corresponding flat policy: $V^\mu(s) \overset{\text{def}}{=} V(f(\mu))(s)$. An analogous definition can be used for the option-value function, $Q^\mu(s, o)$. For semi-Markov options it is useful to define $Q^\mu(h, o)$ as the expected discounted future reward after having followed option $o$ through history $h$.

### 3 SMDP Planning

Options are closely related to the actions in a special kind of decision problem known as a semi-Markov decision process, or SMDP (Puterman, 1994; see also Singh, 1992; Bradtke & Duff, 1995; Mahadevan et al., 1997; Parr & Russell, 1998). In fact, any MDP with a fixed set of options is an SMDP. Accordingly, the theory of SMDPs provides an important basis for a theory of options. In this section, we review the standard SMDP framework for planning, which will provide the basis for our extension.

Planning with options requires a model of their consequences. The form of this model is given by prior work with SMDPs. The reward part of the model of $o$ for state $s \in \mathcal{S}$ is the total reward received along the way:

$$r^o_s = E\left\{ r_{t+1} + \gamma r_{t+2} + \cdots \left| \mathcal{E}(o, s, t) \right. \right\},$$

where $\mathcal{E}(o, s, t)$ denotes the event of $o$ being initiated in state $s$ at time $t$. The state-prediction part of the model is

$$p^o_{s' | s} = \sum_{k=1}^{\infty} p(s', k) \gamma^k \mathcal{E}(\gamma^k \delta_{s' | s}, t+1) \mid \mathcal{E}(o, s, t),$$

for all $s' \in \mathcal{S}$, where $p(s', k)$ is the probability that the option terminates in $s'$ after $k$ steps. We call this kind of model a multi-time model because it describes the outcome of an option not at a single time but at potentially many different times, appropriately combined.

Using multi-time models we can write Bellman equations for general policies and options. For any general Markov policy $\mu$, its value functions satisfy the equations:

$$V^\mu(s) = \sum_{o \in \mathcal{O}} \mu(s, o) \left[ r^o_s + \sum_{s'} p^o_{s' | s} V^\mu(s') \right],$$

$$Q^\mu(s, o) = r^o_s + \sum_{s'} p^o_{s' | s} V^\mu(s').$$

Let us denote a restricted set of options by $\mathcal{O}$ and the set of all policies selecting only from options in $\mathcal{O}$ by $\Pi(\mathcal{O})$. Then the optimal value function given that we can select only from options in $\mathcal{O}$ is $V^*_\mathcal{O}(s) = \max_{o \in \mathcal{O}} \left[ r^o_s + \sum_{s'} p^o_{s' | s} V^*_\mathcal{O}(s') \right]$. A corresponding optimal policy, denoted $\mu^*_\mathcal{O}$, is any policy that achieves $V^*_\mathcal{O}$, i.e., for which $V^\mu(s) = V^*_\mathcal{O}(s)$ in all states $s \in \mathcal{S}$. If $V^\mathcal{O}$ and the models of the options are known, then $\mu^*_\mathcal{O}$ can be formed by choosing in any proportion among the maximizing options in the equation above for $V^\mathcal{O}$.

It is straightforward to extend MDP planning methods to SMDPs. For example, synchronous value iteration with options initializes an approximate value function $V_0(s)$ arbitrarily and then updates it by:

$$V_{k+1}(s) \leftarrow \max_{o \in \mathcal{O}_s} \left[ r^o_s + \sum_{s' \in \mathcal{S}} p^o_{s' | s} V_k(s') \right], \quad \forall s \in \mathcal{S}.$$

Note that this algorithm reduces to conventional value iteration in the special case in which $\mathcal{O} = \mathcal{A}$. Standard results from SMDP theory guarantee that such processes converge for
general semi-Markov options: $\lim_{k \to \infty} V_k(s) = V_*^O(s)$ for all $s \in S$, $o \in O$, and for all $O$. The policies found using temporally abstract options are approximate in the sense that they achieve only $V_*$, which is typically less than the maximum possible, $V^*$.

4 Interrupting Options

We are now ready to present the main new insight and result of this paper. SMDP methods apply to options, but only when they are treated as opaque indivisible units. Once an option has been selected, such methods require that its policy be followed until the option terminates. More interesting and potentially more powerful methods are possible by looking inside options and by altering their internal structure (e.g. Sutton, Precup & Singh, 1998).

In particular, suppose we have determined the option-value function $Q^\mu(s, o)$ for some policy $\mu$ and for all state-options pairs $s, o$ that could be encountered while following $\mu$. This function tells us how well we do while following option $o$. Such methods require that its policy be followed until the option terminates. More interesting and potentially more powerful methods are possible by looking inside options and by altering their internal structure (e.g. Sutton, Precup & Singh, 1998).

In particular, suppose we have determined the option-value function $Q^\mu(s, o)$ for some policy $\mu$ and for all state-options pairs $s, o$ that could be encountered while following $\mu$. This function tells us how well we do while following $\mu$ committing irrevocably to each option, but it can also be used to re-evaluate our commitment on each step. Suppose at time $t$ we are in the midst of executing option $o$. If $o$ is Markov in $s$, then we can compare the value of continuing with $o$, which is $Q^\mu(s_t, o)$, to the value of interrupting $o$ and selecting a new option according to $\mu$, which is $V^\mu(s) = \sum_{o'} \mu(s, o') Q^\mu(s, o')$. If the latter is more highly valued, then why not interrupt $o$ and allow the switch? This new way of behaving is indeed better, as shown below.

We can characterize the new way of behaving as following a policy $\mu'$ that is the same as the original one, but over new options, i.e. $\mu'(s, o') = \mu(s, o)$, for all $s \in S$. Each new option $o'$ is the same as the corresponding old option $o$ except that it terminates whenever switching seems better than continuing according to $Q^\mu$. We call such a $\mu'$ an interrupted policy of $\mu$.

We will now state a general theorem, which extends the case described above, in that options may be semi-Markov (instead of Markov) and interruption is optional at each state where it could be done. The latter extension lifts the requirement that $Q^\mu$ be completely known, since the interruption can be restricted to states for which this information is available.

**Theorem 1 (Interruption)** For any MDP, any set of options $O$, and any Markov policy $\mu : S \times O \to [0, 1]$, define a new set of options, $O'$, with a one-to-one mapping between the two option sets as follows: for every $o = (I, \pi, \beta) \in O$ we define a corresponding $o' = (I, \pi, \beta') \in O'$, where $\beta' = \beta$ except that for any history $h$ in which $Q^\mu(h, o) < V^\mu(s)$, where $s$ is the final state of $h$, we may choose to set $\beta'(h) = 1$. Any histories whose termination conditions are changed in this way are called interrupted histories. Let $\mu'$ be the policy over $o'$ corresponding to $\mu$: $\mu'(s, o') = \mu(s, o)$, where $o$ is the option in $O$ corresponding to $o'$, for all $s \in S$. Then

1. $V^{\mu'}(s) \geq V^\mu(s)$ for all $s \in S$.
2. If from state $s \in S$ there is a non-zero probability of encountering an interrupted history upon initiating $\mu'$ in $s$, then $V^{\mu'}(s) > V^\mu(s)$.

**Proof:** The idea is to show that, for an arbitrary start state $s$, executing the option given by the termination improved policy $\mu'$ and then following policy $\mu$ thereafter is no worse than always following policy $\mu$. In other words, we show that the following inequality holds:

$$\sum_{o'} \mu'(s, o')[r_s^{o'} + \sum_{s'} p_{ss'}^{o'} V^\mu(s')] \geq V^\mu(s) = \sum_{o} \mu(s, o)[r_s^{o} + \sum_{s'} p_{ss'}^{o} V^\mu(s')].$$  \hspace{1cm} (1)

If this is true, then we can use it to expand the left-hand side, repeatedly replacing every occurrence of $V^\mu(x)$ on the left by the corresponding $\sum_{o'} \mu'(x, o')[r_x^{o'} + \sum_{x'} p_{xx'}^{o'} V^\mu(x')]$. In the limit, the left-hand side becomes $V^{\mu'}$, proving that $V^{\mu'} \geq V^\mu$. Since $\mu'(s, o') = \mu(s, o)$ $\forall s \in S$, we need to show that

$$r_s^{o'} + \sum_{s'} p_{ss'}^{o'} V^\mu(s') \geq r_s^{o} + \sum_{s'} p_{ss'}^{o} V^\mu(s').$$  \hspace{1cm} (2)
Let \( \Gamma \) denote the set of all interrupted histories: \( \Gamma = \{ h \in \Omega : \beta(h) \neq \beta'(h) \} \). Then, the left hand side of (2) can be re-written as
\[
E \left\{ r + \gamma^k V^\mu(s') \ \bigg| \ E(d', s), h_{ss'} \in \Gamma \right\} + E \left\{ r + \gamma^k V^\mu(s') \ \bigg| \ E(d', s), h_{ss'} \notin \Gamma \right\},
\]
where \( s', r, \) and \( k \) are the next state, cumulative reward, and number of elapsed steps following option \( o \) from \( s \) (\( h_{ss'} \) is the history from \( s \) to \( s' \)). Trajectories that end because of encountering a history \( h_{ss'} \notin \Gamma \) never encounter a history in \( \Gamma \), and therefore also occur with the same probability and expected reward upon executing option \( o \) in state \( s \). Therefore, we can re-write the right hand side of (2) as
\[
E \left\{ r + \gamma^k V^\mu(s') \ \bigg| \ E(d', s), h_{ss'} \notin \Gamma \right\} +
\]
\[
E \left\{ \beta(s')[r + \gamma^k V^\mu(s')] + (1 - \beta(s'))[r + \gamma^k Q^O(h_{ss'}, o)] \ \bigg| \ E(d', s), h_{ss'} \in \Gamma \right\}.
\]
This proves (1) because for all \( h_{ss'} \in \Gamma \), \( Q^O(h_{ss'}, o) \leq V^\mu(s') \). Note that strict inequality holds in (2) if \( Q^O(h_{ss'}, o) < V^\mu(s') \) for at least one history \( h_{ss'} \in \Gamma \) that ends a trajectory generated by \( d' \) with non-zero probability.

As one application of this result, consider the case in which \( \mu \) is an optimal policy for a given set of Markov options \( O \). The interruption theorem gives us a way of improving over \( \mu^* \), with just the cost of checking (on each time step) if a better option exists, which is negligible compared to the combinatorial process of computing \( Q^O \) or \( V^O \). Kaelbling (1993) and Dietterich (1998) demonstrated a similar performance improvement by interrupting temporally extended actions in a different setting.

### 5 Illustration

Figure 1 shows a simple example of the gain that can be obtained by interrupting options. The task is to navigate from a start location to a goal location within a continuous two-dimensional state space. The actions are movements of length 0.01 in any direction from the current state. Rather than work with these low-level actions, infinite in number, we introduce seven landmark locations in the space. For each landmark we define a controller that takes us to the landmark in a direct path. Each controller is only applicable within a limited range of states, in this case within a certain distance of the corresponding landmark. Each controller then defines an option: the circular region around the controller's landmark is the option's initiation set, the controller itself is the policy, and the arrival at the target landmark is the termination condition. We denote the set of seven landmark options by \( \mathcal{O} \). Any action within 0.01 of the goal location transitions to the terminal state, \( \gamma = 1 \), and the reward is \(-1\) on all transitions, which makes this a minimum-time task.

One of the landmarks coincides with the goal, so it is possible to reach the goal while picking only from \( \mathcal{O} \). The optimal policy within \( \Pi(\mathcal{O}) \) runs from landmark to landmark, as shown by the thin line in Figure 1. This is the optimal solution to the SMDP defined by \( \mathcal{O} \) and is indeed the best that one can do while picking only from these options. But of course one can do better if the options are not followed all the way to each landmark. The trajectory shown by the thick line in Figure 1 cuts the corners and is shorter. This is the interrupted policy with respect to the SMDP-optimal policy. The interrupted policy takes 474 steps from start to goal which, while not as good as the optimal policy (425 steps), is much better than the SMDP-optimal policy, which takes 600 steps. The state-value functions, \( V^\mu \) and \( V^\mu' \) for the two policies are also shown in Figure 1.

Figure 2 presents a more complex, mission planning task. A mission is a flight from base to observe as many of a given set of sites as possible and to return to base without running out of fuel. The local weather at each site flips from cloudy to clear according to independent

---

1 We note that the same proof would also apply for switching to other options (not selected by \( \mu \)) if they improved over continuing with \( \mu \). That result would be more general and closer to conventional policy improvement. We prefer the result given here because it emphasizes its primary application.
Figure 1: Using interruption to improve navigation with landmark-directed controllers. The task (left) is to navigate from S to G in minimum time using options based on controllers that run each to one of seven landmarks (the black dots). The circles show the region around each landmark within which the controllers operate. The thin line shows the optimal behavior that uses only these controllers run to termination, and the thick line shows the corresponding interrupted behavior, which cuts the corners. The right panels show the state-value functions for the SMDP-optimal and interrupted policies.

Poisson processes. If the sky at a given site is cloudy when the plane gets there, no observation is made and the reward is 0. If the sky is clear, the plane gets a reward, according to the importance of the site. The positions, rewards, and mean time between two weather changes for each site are given in Figure 2. The plane has a limited amount of fuel, and it consumes one unit of fuel during each time tick. If the fuel runs out before reaching the base, the plane crashes and receives a reward of -100.

The primitive actions are tiny movements in any direction (there is no inertia). The state of the system is described by several variables: the current position of the plane, the fuel level, the sites that have been observed so far, and the current weather at each of the remaining sites. The state-action space has approximately 24.3 billion elements (assuming 100 discretization levels of the continuous variables) and is intractable by normal dynamic programming methods. We introduced options that can take the plane to each of the sites (including the base), from any position in the state space. The resulting SMDP has only 874,800 elements and it is feasible to exactly determine $V_0(s')$ for all sites $s'$. From this solution and the model of the options, we can determine $Q_0(s,o) = r_o + \sum_{s'} p_{o,s,s'} V_0(s')$ for any option $o$ and any state $s$ in the whole space.

We performed asynchronous value iteration using the options in order to compute the optimal option-value function, and then used the interruption approach based on the values computed. The policies obtained by both approaches were compared to the results of a static planner, which exhaustively searches for the best tour assuming the weather does not change, and then re-plans whenever the weather does change. The graph in Figure 2 shows the reward obtained by each of these methods, averaged over 100 independent simulated missions. The policy obtained by interruption performs significantly better than the SMDP policy, which in turn is significantly better than the static planner.\footnote{In preliminary experiments, we also used interruption on a crudely learned estimate of $Q_0$. The performance of the interrupted solution was very close to the result reported here.}

6 Closing

This paper has developed a natural, even obvious, observation—that one can do better by continually re-evaluating one’s commitment to courses of action than one can by committing irrevocably to them. Our contribution has been to formulate this observation precisely enough to prove it and to demonstrate it empirically. Our final example suggests that this technique can be used in applications far too large to be solved at the level of primitive actions. Note that this was achieved using exact methods, without function approximators to represent the value function. With function approximators and other reinforcement learning techniques, it should be possible to address problems that are substantially larger still.
Figure 2: The mission planning task and the performance of policies constructed by SMDP methods, interruption of the SMDP policy, and an optimal static re-planner that does not take into account possible changes in weather conditions.
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